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Abstract

Videos usually consist of activities involving interaction-
s between multiple actors, sometimes referred to as com-
plex activities. Recognition of such activities requires mod-
eling the spatio-temporal relationships between the actors
and their individual variabilities. In this paper, we consider
the problem of recognition of complex activities in a video
given a query example. We propose a new feature model
based on a string representation of the video which respect-
s the spatio-temporal ordering. This ordered arrangement
of local collections of features (e.g., cuboids, STIP), which
are the characters in the string, are initially matched using
graph-based spectral techniques. Final recognition is ob-
tained by matching the string representations of the query
and the test videos in a dynamic programming framework
which allows for variability in sampling rates and speed of
activity execution. The method does not require tracking or
recognition of body parts, is able to identify the region of
interest in a cluttered scene, and gives reasonable perfor-
mance with even a single query example. We test our ap-
proach in an example-based video retrieval framework with
two publicly available complex activity datasets and pro-
vide comparisons against other methods that have studied
this problem.

1. Introduction
The dynamical interactions between objects in a scene

can be described using the following characterization:
kinesics of individual objects (e.g., walking, running),
chronemics or temporal aspects (e.g., standing in a line),
proximics or spatial relationship between objects (e.g., ap-
proaching), and haptics, (e.g., shaking hands, exchanging)
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Figure 1. Representative frames of the datasets used in this work.
Note that the videos contain multiple actors performing activities
simultaneously, sometimes in the presence of irrelevant subjects.

[1]. Most work in activity recognition has concentrated on
analyzing only one of these aspects (predominantly kinesic-
s) as evidenced by the popular activity datasets like KTH
[20] and Weizmann [6]. Many video analysis based appli-
cations such as surveillance, sports video analysis, content-
based search, etc. require effective approaches for modeling
and recognition of far more complex activities than these
test datasets.

Recognition of complex activities requires understand-
ing of spatio-temporal relationships between different ob-
jects, in addition to individual variability, cluttered back-
ground, viewpoint changes, and other environment induced
conditions. Modeling all these parameters proves to be a
challenging task. In this work, we focus primarily on activ-
ities that involve multiple interacting objects - people and
vehicles - in cluttered scenes (see Fig. 1 for examples). We
term these as complex activities. We study the problem of
modeling and recognition of such activities in realistic en-
vironments, provide detailed performance evaluation of our
method, and comparisons against existing approaches.

1.1. Overview and Main Contributions.

The main challenge that needs to be overcome is to de-
velop a representation of the video that respects the spatio-
temporal ordering of the features. To achieve this goal,
we build upon existing well-known feature descriptors and
spatio-temporal representations that when combined to-
gether provide a powerful framework to model complex ac-
tivities in video and efficient computational strategies to es-
timate similarities between them.



Figure 2. Activity modeling: STIP features are computed from the
video and grouped together to form local feature collections. Tem-
porally ordered series of these local feature collections is termed
as “string of feature-graphs” (SFGs).

A video can be thought of as a spatio-temporal collection
of primitive features (e.g. STIP features). We divide the fea-
tures into small temporal bins and represent the video as a
temporally ordered collection of such feature-bins, each bin
consisting of a graphical structure representing the spatial
arrangement of the low-level features (see Fig. 2). We call
this representation of the activity in the video as a “string
of feature graphs” (SFGs). Thus the query becomes a string
of such graphs, while a test video is also a string of graphs,
albeit of a possibly higher complexity.

The problem now is to match these two strings of graph-
s. This is cast as a combination of sub-graph matching and
time sequence alignment (see Fig. 3). The local feature-
bins are first matched in a graph-theoretic manner, thereby
preserving the spatio-temporal relationships between fea-
tures. The final match score between the query and test
video is a dynamic programming based temporal align-
ment score between their corresponding feature-bins, thus
compensating for differences in speed of execution. Thus,
by combining local spatial matching with global temporal
alignment, we are able to match videos while respecting
their spatio-temporal structure. This gives us the ability to
recognize activities that involve interactions between mul-
tiple objects like people entering/exiting a facility, follow-
ing, dispersing, coming in close contact, and so on. Our
sub-graph matching scheme supports partial matching, i.e.,
given query examples, similar actions in a testing video can
be retrieved even if the testing video contains other actions
happening simultaneously.

Our method does not rely on tracking; it uses primitive
video features and proposes a model on top of these features
which satisfies the spatio-temporal relationships. We do not
need to recognize body parts, unlike [14], or primitive ac-
tivities [8, 23]. Our method can be thought of as a general-
ization of the scheme in [15] where the spatio-temporal re-
lationships were modeled using a collection of simple rules;
our proposed method allows a more general structure on the
video. Additionally, our feature model is not intrinsically
tied to any classification mechanism hence enabling its use

Figure 3. (Left) Local feature-graphs are matched across query and
test video using the graph-based spectral technique in Section 3.1.
(Right) The local feature-graph match scores thus generated are
used in DTW matching of the query video SFG and the test video
SFG to account for difference in speed of execution.

in scenarios such as query-based retrieval, i.e. recognition
with only a single (or very few) example video(s) of the ac-
tivity in question. This is a highly desired feature since ob-
taining multiple training examples for increasingly complex
activities is often difficult. We show experimental results on
two relatively complex datasets, namely the UT-Interaction
dataset [16] and UCR VideoWeb activity dataset [3]. Both
of these datasets comprise of multiple interactive activities
in realistic settings with clutter and changing backgrounds.

1.2. Related Work

Activity recognition has been widely studied, but most
of the literature has concentrated on relatively simple activ-
ities as evidenced in the KTH or Wiezmann datasets [24].
We focus on the modeling and recognition of more complex
activities as explained above.

Complex activities usually involve several humans inter-
acting with each other and other objects like buildings and
vehicles. The literature on complex activity modeling and
recognition can be classified into three categories: graph-
ical, syntactic, and logical approaches [12, 24]. Dynamic
Bayesian networks (DBNs), which encode complex condi-
tional dependencies between a set of random variables, is a
representative graphical model used for complex activities
[7]. Motivated by grammars in language modeling, syn-
tactic approaches specify how activities can be construct-
ed from action primitives, and use these rules as grammars
for visual activity recognition [8, 14]. Logic-based methods
form logical rules to express common-sense knowledge to
describe activities; for example, [23] represented each log-
ical rule as first-order logic formula. All these approaches
rely on either tracking body parts [7, 14], or object detection
[7, 23], or atomic action/primitive event recognition [8, 23].

Tracks and precise primitive action recognition may not
be easily obtained for complex/interactive activities since
such scenes frequently contain occlusions and clutter. Ad-
ditionally, these approaches may suffer due to poor track-



ing caused by changes in lighting conditions, actor appear-
ance, video resolution etc. Spatio-temporal feature based
approaches, like [4], hold more promise since no tracking
is assumed. The statistics of these features are then used
in recognition schemes [13]. However, as these approaches
are built upon the statistics of extracted local features, spa-
tial and long-term temporal correlations are often ignored.

The work in [2] models the video as a time-series of
frame-wide feature histograms. It does bring the temporal
aspect into picture; however the spatial structure informa-
tion gets lost in the histogram representation. In [5], spatio-
temporal relationships are considered by modeling activi-
ties as “strings of motion words”. However, this method
is limited to the availability of the tracks of objects in-
volved. A matching kernel using “correlograms” was pre-
sented in [19], which looked at the spatio-temporal proxim-
ity among features. A recent work [15] proposed a match
function to compare spatio-temporal relationships in the
features by using temporal and spatial predicates. By con-
sidering the statistics of these relationships, the benefits of
spatio-temporal modeling were demonstrated. The number
of training videos needed to be large enough to represent
the dataset.

Often, there are not enough training videos available for
learning complex human activities; thus, recognizing activ-
ities based on just a single video example is of high interest.
An approach for creating a large number of semi-artificial
training videos from an original activity video was present-
ed in [17]. A self-similarity descriptor that correlates lo-
cal patches was proposed in [22]. A generalization of [22]
was presented in [21], where spacetime local steering ker-
nels were used. These methods require a sliding window
through time and space.

2. Modeling Complex Activities Using String of
Feature-Graphs

As local spatial-temporal features, such as STIPs [9],
cuboids [4] etc., have shown success in representing in-
teresting events in video, a video depicting a complex ac-
tivity can be represented as a collection of these feature
points spread out in space and time. Formally, let a video
V be represented as V = {f t

x,y|t ∈ [1, T ]} where f t
x,y

is a feature point at spatial location x, y and time index
t. Matching two videos would involve matching their cor-
responding feature points in a spatio-temporal order pre-
serving manner. Consider an alternate representation of
V = {F1, F2, . . .}, where each F represents a local collec-
tion of feature points, for example F1 = {f t

x,y|t ∈ [t0, t1)},
F2 = {f t

x,y|t ∈ [t1, t2)}, etc. Now, the spatio-temporal
matching of two videos V1 and V2 would involve matching
their individual feature collections {F (1)

i |i = 1 . . . N1} and
{F (2)

i |i = 1 . . . N2} in a temporal order-preserving fashion,

wherein the similarity measure between two feature collec-
tions would involve feature content matching as well as ge-
ometric structure matching. This representation of a video
naturally leads us to a string representation, where local fea-
ture collections F form the elements of the string. In order
to keep the structure information within each feature collec-
tion F , a graphical description is used and F is represented
as a feature-graph. Therefore the temporally ordered col-
lection of F forms a string of feature-graphs (SFGs). Fig. 2
visually explains the modeling process.

2.1. FeatureGraph Construction

To extract spatial-temporal features, we rely on the
spatio-temporal interest point (STIP) detector proposed in
[9]. The STIPs are detected by finding the center locations
of local spatio-temporal volumes, which have large varia-
tions along both the spatial and the temporal directions, us-
ing a spatio-temporal extension of 2D Harris operator [9].
Note that other spatial-temporal feature representations can
also be used in our framework. For a given video, we divide
the detected STIPs into different time windows. In each
time window, the collection of STIP features form a feature
graph, where the STIP features form the nodes and the pair-
wise spatio-temporal distances between them are the edge
weights. Then, matching two feature collections is equiv-
alent to finding correspondences between two graphs. An
efficient spectral solution to this problem was recently pro-
posed in [10], which we use in this work (Sec. 3.1). Note
that we use the terms feature collections and feature graphs
interchangeably.

3. Spatio-temporal Matching of String of
Feature-Graphs

As explained earlier, the match score between two videos
is the string alignment score between their corresponding S-
FGs. Since string alignment of any form requires a known
method of measuring distance between the characters of the
strings, we describe in the following subsections how we a)
use a spectral technique to compute similarity between two
feature-graphs (feature-graphs being the characters in the
SFG strings) and b) use the computed feature-graph match
scores to find the optimal alignment score between two S-
FGs.

3.1. Matching Two FeatureGraphs

Computing the similarity between two feature graphs in-
volves matching individual feature-descriptors (i.e., nodes)
as well as pairwise feature neighborhood relationships (i.e.,
edges).

We represent each feature collection, i.e., each character
in the string, as a fully-connected three dimensional graph
where feature points form the nodes. Then the feature cor-
respondence problem can be formulated as a graph match-



ing problem by considering the matching between both n-
odes and edges. Given two such graphs, one being a feature
collection from the testing video, P , with nP nodes, and
one being a feature collection from query video, Q, with
nQ nodes, we follow the spectral technique described in
[10] to find correspondences between their respective fea-
ture points (nodes). This approach avoids the combinatorial
explosion inherent to the correspondence problem by for-
mulating it in closed form as a spectral analysis problem on
a graph adjacency matrix.

An assignment (i, i′) is defined as a correspondence be-
tween a pair of nodes from two graphs, where i ∈ P and
i′ ∈ Q. For each candidate assignment a = (i, i′), there is
a distance score between feature i and feature i′ associated
with it. Let L be a list (with length nL = nP × nQ) of all
possible candidate assignments between features of P and
Q. Given such a list, let a matrix M (size nL×nL) store the
affinities of every possible pair of assignments (a, b) ∈ L.
Note that M(a, a) for a = (i, i′) measures how well the fea-
ture point i matches the feature point i′, and M(a, b), where
a = (i, i′) and b = (j, j′), describes the relative pair-wise
relationships of points (i, j) in P with points (i′, j′) in Q.
We define dn(i, i

′) as the distance between the nodes i and
i′. It measures the Euclidean distance between the features
of nodes i and i′. In order to account for scale, we con-
sider the geometric structure of the graphs based on the an-
gles between the edges in the graph. We define de(i⃗j, ⃗i′j′)
as the distance between edges (i, j) and (i′, j′) based on
the angle difference between them. For candidate assign-
ments a = (i, i′) and b = (j, j′), the elements M(a, a) and
M(a, b) of matrix M are defined as

M(a, a) =

{
τn − dn(i, i

′) dn(i, i
′) ≤ τn

0 dn(i, i
′) > τn

M(a, b) =

{
τe − de(i⃗j, ⃗i′j′) de(i⃗j, ⃗i′j′) ≤ τe

0 de(i⃗j, ⃗i′j′) > τe

where τn is a pre-defined maximal distance between two
features whose relationship should not be ignored and τe is
a pre-defined threshold for edge difference. dn and de are
normalized between [0,1] and thus τn and τe are also chosen
in that range.

Now, let x be an indicator vector of length nL such that
x(a) = 1 if candidate assignment a = (i, i′) represents a
corresponding pair of nodes and 0 otherwise. We aim to
find an optimal solution x∗ which maximizes the score

x∗ = argmax
x

xTMx. (1)

The solution to the above problem, x∗, gives the optimal
correspondence between feature points in P and Q. It can
be solved based on the greedy algorithm proposed in [10].

Once we estimate the optimal match, x∗, of two feature

collections P and Q, their similarity can be measured by

sim(Q,P ) = (x∗)TMx∗, (2)

and the distance between them defined as

d(Q,P ) = 1− sim(Q,P )

sim(Q,Q)
. (3)

3.2. SFG Matching using Dynamic Time Warping

Recall that an SFG of a video is a time-ordered series of
its feature-graphs. Matching two SFGs should be flexible,
in that it should be robust to the different rates at which an
activity might occur and also the actual length of the tem-
plate video and the test video. This can be achieved by time
normalizing the two SFGs. The speech recognition com-
munity has successfully used a dynamic programming ap-
proach termed dynamic time warping (DTW) [18] for non-
linear time normalization. We borrow this idea and apply it
to flexibly match two SFGs, hence making them robust to
speed differences in different instances of the activity.

The aim of DTW is to minimize the local distortion be-
tween two sequences by finding an optimal warping func-
tion ϕ. For our case, the local distortion is defined as the
sum of local pair-wise distances between their feature col-
lections. Formally, for two SFGs Q = {Q1 . . . QNQ} and
P = {P1 . . . PNP}, where NQ and NP are the number of
characters (i.e. feature graphs) in Q and P respectively, the
sequence distortion is defined as

Dϕ(Q,P) =
1

Mϕ

Kϕ∑
k=1

d(Qϕ(k), Pϕ(k))mk (4)

and the distance between the two SFGs can be computed as

D(Q,P) = argmin
ϕ

Dϕ(Q,P). (5)

Here mk are the path-weights, and Mϕ =
∑

k mk is a nor-
malization factor. The details of the solution to this opti-
mization problem can be found in [18]. The entire matching
process is pictorially presented in Fig. 3.

3.2.1 Subsequence DTW for Continuous Video

In real applications, the test video is often a continuous
video containing multiple persons performing multiple ac-
tivities. Given a query video, which often contains only the
desired activity, we would want to find a subsequence with-
in the testing video sequence that optimally fits the query
sequence, i.e., identify the fragment within the testing video
that is most similar to the query. For this purpose, we uti-
lize a variant of DTW – subsequence DTW [11], by releas-
ing the restriction on the boundary condition, as explained
below.



Let Q = {Q1 . . . QNQ} and P = {P1 . . . PNP} be
two SFGs of the query and testing videos respectively,
where NP >> NQ. The goal is to find a subsequence
P ′(a∗, b∗) = {Pa∗ . . . Pb∗} with 1 ≤ a∗ ≤ b∗ ≤ NP such
that

(a∗, b∗) = arg min
(a,b):1≤a≤b≤NP

(D(Q,P ′(a∗, b∗)) . (6)

The indices a∗ and b∗ can be computed by a small mod-
ification of the classical DTW algorithm in the generation
of the accumulated cost matrix C used to describe the cost
of aligning two sequences [11]. The goal of DTW is to
find the minimal cost path through an accumulated cost ma-
trix. By applying subsequence DTW, it can be shown that
b∗ = argminb∈[1,NP ] C(NQ, b). a∗ ∈ [1, NP ] is the max-
imal index such that path (a∗, 1) belongs to the warping
path.

It is usually the case that the database contains multiple
instances of the activity that are similar to the query exam-
ple. It is desirable to retrieve all the subsequences of P that
are close to Q with respect to the DTW distance. This can
be achieved by recursively repeating the above process. We
present our implementation of matching continuous video
using subsequence DTW in Algorithm 1. More details on
subsequence DTW can be found in [11].

4. Experimental Results

In order to evaluate the efficacy of our method to recog-
nize complex activities involving multi-person interactions,
we conducted experiments on two state-of-the-art datasets
with many challenging characteristics. These datasets were
used in the recent activity recognition contest at ICPR 2010
[16]. We provide comparisons against other methods that
have provided results on these data. First, in accordance
with the motivation of the paper, we work in an example
video-based retrieval framework wherein the algorithm is
provided with one (or, at most, a few) video(s) depicting
an action of interest. The aim is to retrieve videos which
have similar activity as the query video(s). For this exper-
iment, we work with the UCR VideoWeb activity dataset
[3], which is very challenging due to the wide variation in
the activities and the clutter in the scene.

For our second experiment, we test on the UT Interaction
dataset [16], which is composed of both segmented and un-
segmented videos, and include several pairs of interacting
people simultaneously executing activities across different
background, scale and illumination. We first evaluate the
performance of our method on the segmented videos, and
compare with previous systems. Then we show that our
method is able to analyze continuous video using a subse-
quence DTW strategy as described in Section 3.2.1. These
two datasets have moderate variations in view points.

Algorithm 1 Matching SFG of continuous video through subse-
quence DTW

Input: Q = {Q1 . . . QNQ} SFG of the query video
P = {P1 . . . PNP } SFG of the testing video
τ ∈ R cost threshold

Output: Ranked list of all subsequences of P that have a DTW
distance to Q below the threshold τ .

1. Initialize the ranked list to be an empty list.

2. Construct accumulated cost matrix C whose elements are defined
as

C(n, 1) =
n∑

k=1

d(Qk, P1), n ∈ [1, NQ],

C(1,m) = d(Q1, Pm),m ∈ [1, NP ],

C(n,m) = min{C(Qn−1, Pm−1),C(Qn−1, Pm),

C(Qn, Pm−1)}+ d(Qn, Pm).

3. Define a distance function: ∆(b) , C(NQ, b), b ∈ [1, NP ].

4. Determine b∗ ∈ [1, NP ] that gives minimal ∆.

5. If ∆(b∗) > τ (which means no additional subsequence of P
close to Q exists), then terminate the procedure.

6. Compute the corresponding DTW-minimizing index a∗ ∈
[1, NP ] using standard DTW algorithm, which searches optimal
warping path in C in reverse order of the indices starting with
(NQ, b∗).

7. Extend the ranked list by the subsequence P ′(a∗, b∗).

8. Set ∆(b) , ∞ for all b within a suitable neighborhood of b∗.

9. Continue with Step 4.

4.1. Querybased Retrieval Results on UCR Vide
oWeb Dataset

The portion of the UCR VideoWeb activity dataset [3]
we work on (details can be obtained from the authors) in-
volves up to 10 actors interacting in various ways with each
other, vehicles and facilities. The activities were: people
meeting, people following, vehicles turning, people dispers-
ing, shaking hands, gesturing, waving, hugging and point-
ing. We work with video clips from this dataset, report the
best matches found by our system and accordingly present
and analyze the accuracy/false positive rates.

For this experiment, we proceed by taking a small video
clip depicting a complex activity and search the dataset for
matches. The STIP features for the query and the dataset
videos are computed. The query and dataset videos were
uniformly segmented into temporal segments, the feature
points in each segment forming a feature graph, and the
string of time ordered graphs forming the SFG descriptor.
In our implementation, the length of each segment is set to
be 20 frames. Next we find the pair-wise correspondences
between each of the feature collections from the query video



Figure 4. Recognition accuracy and false positives on 9 activities
from the UCR VideoWeb dataset in a query-based retrieval frame-
work. Standard deviation in performance (accuracy) for different
queries is marked on the bars.

with those of dataset videos using the spectral solution in
Section 3.1. We finally perform the DTW match across the
entire query and dataset SFGs (composed of time ordered
feature-graphs) based on the local match scores calculated.

The results from our first experiment involving query-
based activity video retrieval are shown in Fig. 4. For each
activity class, we chose 3 random videos from the sam-
ples of that class to be the query. The results reported here
are obtained by averaging across the 3 test cases. Recog-
nition on activities like vehicle turning and shaking hand-
s performed especially well since they continue for longer
time periods and hence generate better feature points. On
the other hand, activities such as point happen in a short
amount of time and are thus more difficult to recognize. We
found that the recognition results obtained based on a sin-
gle sample video generate higher false positive rates. This is
justifiable due the fact that in a single query-based retrieval
framework, there is no statistically reliable way to set the
acceptance threshold.

We also studied variation in recognition performance of
our method with change in query videos. The standard de-
viation in the scores for different query-videos is marked in
Fig. 4. In line with our previous argument, short-duration
activities such as “pointing” had higher variability. The ac-
tivity “hug” was confused with background clutter or actors
crossing each other.

Finally, we show some results on activity retrieval using
one query video in Fig. 5. The query videos are shown
on the left and the other three columns show the top three

Figure 5. Retrieval results: The left column depicts the query
videos and the other three columns are the best matches on U-
CR VideoWeb dataset. The bounding boxes of the sub-graphs that
best match the feature graphs of the query video are shown. A blue
dash box represents an incorrect match.

best matches. The bounding boxes of the sub-graphs that
best match the feature graphs of query video are also shown.
This demonstrates the capability of our system in locating
the activities of interest in the spatial-temporal video vol-
umes.

4.2. Performance Comparison on UTInteraction
Dataset

In the UT Interaction dataset [16], the interaction ac-
tivities which we looked at are shaking hands, hugging,
pointing, punching, kicking and pushing. We first test our
method on the segmented videos. In order to compare with
previous systems, we use an experimental setting similar to
[15], which proposed a supervised learning method for the
same set of activities on this dataset. We randomly choose
two among the ten sets to form the training set and leave out
the other sets for testing.

Similar to [15], we use a voting scheme to decide
whether a testing video contains the specific action when
multiple labeled training examples are available. We com-
pute the DTW aligning cost between the SFGs of the test-
ing video and each query video containing a specific action
and count the instances that the DTW distance is less than
a threshold. Based on this number (i.e., number of similar
training videos), the system makes a decision on the recog-
nized activity.

We first compare our proposed approach with existing
methods on 10 atomic activities from segmented videos:
stretch arm, withdraw arm, stretch leg, lower leg, and shift
forward, repeated for both left and right sides [16]. A bina-
ry decision is made for each type of activity, and the perfor-
mance is averaged. The ROC curves are compared in Figure
6. It can be observed that when training examples are avail-
able, our system can achieve an accuracy similar to [15] and



Figure 6. ROC curves of action recognition on UT Interaction
dataset. It can be observed that when training examples are avail-
able, the performance of our method is significantly better than
Bag-of-Features [4], and similar to [15] in accuracy.

Figure 7. The recognition accuracy of our method with respect
to number of query examples on the UT Interaction dataset. It
can be seen that when number of query example decreases, the
performance of our method does not drop precipitously.

significantly higher accuracy than Bag-of-Feature approach
[4]. We also test the performance of our method with vary-
ing number of query examples as shown in Figure 7. It
can be seen that when number of query example decreases,
the performance of our method does not drop precipitously.
Even with just one query, our average recognition accuracy
is 65%. This demonstrates the ability of our method to work
in the situation when only a single query video is present.
This is major difference with other methods like [4] or [15].

Next, we verify that our system is able to recognize mul-
tiple complex activities from continuous videos on the UT
Interaction dataset (note that we dealt with continuous video
in the UCR Videoweb dataset). We were able to achieve
high recognition scores and lower false positive rates. We
compare our results with previous methods in Figure 8. Our
overall performance on the UT Interaction dataset is supe-
rior to Bag-of-Feature approach. Here the results of Bag-

Figure 8. Recognition accuracy on the UT-Interaction dataset by
using voting scheme on top of SFG model.

of-Feature approach are reported on segmented video clips,
while our results and [15] are reported on continuous video
(it is probable that the Bag-of-Features approach will per-
form even worse on unsegmented video). Our results are
similar to that in [15] for some activities and better for oth-
ers. However, our approach can use only a single query to
perform recognition as demonstrated in Figure 7 and hence
has a wider generalizability. In [16], recognition results of
several approaches are reported on the same dataset; the av-
erage recognition accuracy is in the range from 0.49 to 0.88.
Our performance is comparable to the best performance in
[16]. Note that the experiment settings in [16] are slightly
different from ours. Their results are reported by leaving
one out among a set of ten for testing and using the other 9
for the training, and the videos are segmented, while we use
2 sets as labeled query videos and test on 8, and we work
with continuous videos (a significantly harder problem).

Finally, we test our system on activity retrieval using one
query video on UT Interaction dataset. Some results are
shown in Fig. 9. The query videos are shown on the left and
the other three columns show the top three best matches.

5. Conclusion

In this work, we demonstrated that spatio-temporal re-
lationships are critical to discriminate real-world activities.
We proposed a model based on a string representation of
the video which respects the spatio-temporal dynamics of
the complex activities. We leveraged a graph-based spec-
tral technique to find correspondences between local fea-
ture collections. Finally, the string formed by the time-
ordered set of local feature collections was matched with



Figure 9. Retrieval results: The left column depicts the query
videos and the other three columns are the best matches on UT-
Interaction dataset.

other strings in a dynamic programming framework to ob-
tain the match score. This match score was used to classify
a test video as being similar or non-similar to the template
video. Our experiments demonstrated the effectiveness of
our approach to successfully recognize and localize com-
plex activities even with multiple interacting actors.
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