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Abstract

As machine learning becomes more pervasive and data pri-
vacy regulations evolve, the ability to remove private or
copyrighted information from trained models is becoming
an increasingly critical requirement. Existing unlearning
methods often rely on the assumption of having access to the
entire training dataset during the forgetting process. How-
ever, this assumption may not hold true in practical sce-
narios where the original training data may not be accessi-
ble, i.e., the source-free setting. To address this challenge,
we focus on the source-free unlearning scenario, where an
unlearning algorithm must be capable of removing spe-
cific data from a trained model without requiring access
to the original training dataset. Building on recent work,
we present a method that can estimate the Hessian of the
unknown remaining training data, a crucial component re-
quired for efficient unlearning. Leveraging this estimation
technique, our method enables efficient zero-shot unlearn-
ing while providing robust theoretical guarantees on the un-
learning performance, while maintaining performance on
the remaining data. Extensive experiments over a wide
range of datasets verify the efficacy of our method.

1. Introduction

Machine learning models have achieved significant success
by training on large amounts of annotated data, much of
which may include sensitive or private information [15].
With the introduction of data protection rules such as the
General Data Protection Regulation (GDPR) [27], there is
a growing need for algorithms that can delete (or forget)
information learned from such sensitive datasets. Further-
more, privacy concerns may prompt individuals to request
the removal of their data from the training set, invoking their
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“right to be forgotten” [24]. A straightforward solution to
this issue would be to retrain the model from scratch using
only the non-private subset of the original dataset. How-
ever, retraining is computationally inefficient and imprac-
tical (and impossible in the source-free setting we intro-
duce in this paper). This highlights the necessity for ef-
ficient Machine Unlearning (MU) [12, 33] algorithms that
enable modifications to the trained model parameters to for-
get specified data while maintaining performance on the re-
maining data.

Although several recent machine unlearning algorithms
have demonstrated reasonable success on existing bench-
marks [20, 26], nearly all current approaches [12, 20, 26,
33] assume the availability of the remaining data, either in
full or in part. In practical settings, storing such large vol-
umes of data is challenging due to storage costs and privacy
issues. Consequently, these methods fail to address scenar-
ios where the model owner no longer has access to the orig-
inal training data. In these situations, ensuring accurate
and efficient unlearning becomes markedly more difficult.
Without the original data, it is challenging to verify that
the specified information has been entirely removed from
the model and that the model’s performance on the remain-
ing data remains unaffected. This limitation underscores
the pressing need to develop robust unlearning techniques
that can function effectively even when the original training
dataset is inaccessible, i.e., the source-free setting.

A recent study has introduced a solution for this chal-
lenge, referring to the setting as ”zero-shot machine un-
learning” [5], which works by solely requiring access to the
trained model weights and the data to be forgotten, with-
out needing the original training dataset. However, a sig-
nificant limitation of this technique is its inability to forget
random instances encompassing diverse classes; it can only
selectively forget particular data classes. This constraint
could hinder its practicality in scenarios where users only
want certain instances unlearned, as this method discards
all the data pertaining to a user, rather than selectively re-
moving certain examples. To tackle this limitation, another



recent investigation [3] attempts zero-shot unlearning at the
instance level instead of the class level. This approach en-
ables the removal of requested data without requiring access
to the complete training dataset. However, it suffers from
scalability issues, as increasing the number of instances re-
sults in a significant drop in performance on both test data
and the remaining dataset, which is undesirable for effective
and reliable machine unlearning. Additionally, these meth-
ods fall short in providing robust theoretical assurances re-
garding their respective performance.

Considering the aforementioned issues, we propose an
unlearning algorithm that excels in such scenarios, where
the original training data is unavailable, while providing
robust theoretical guarantees. We term this as “source-
free machine unlearning”, in analogy to source-free domain
adaptation methods [23]. (We believe this is a better term
than zero-shot unlearning.) Inspired by [15], we study the
unlearning mechanisms of ℓ2 regularized linear models with
differentiable convex loss functions. Specifically, Guo et al.
[15] define a Newton update step on the model parame-
ters, which can be used to perform unlearning. This step
is proven to be optimal for the quadratic loss function, and
for strongly convex Lipschitz loss functions, the discrep-
ancy between this step and optimal forgetting is bounded.
Crucially, this Newton step requires the Hessian of the re-
maining data with respect to the trained model parameters.
However, in our problem setup, we do not have access to
the remaining data. Thus, we cannot compute this Hessian
directly.

To address this challenge, we introduce an algorithm that
approximately estimates the Hessian of the retained data
(referred to as the “retain Hessian”) using only the data des-
ignated for removal and the trained model by assuming the
loss differences at perturbed points for remaining and forget
data are close to each other. By focusing on closely aligning
the Hessian estimate with the true value, our approach of-
fers robust theoretical guarantees. This aspect is crucial as
it reinforces confidence in the machine unlearning process
for data removal, ensuring both accuracy and reliability.

Our main contributions in this work can be summarized
as follows:
• To the best of our knowledge, this work proposes the

first zero-shot unlearning method for linear classifiers that
can effectively forget arbitrary instances of data across all
classes while providing strong theoretical guarantees for
data removal and privacy.

• Recognizing that the Hessian cannot be directly com-
puted from the remaining data, we introduce a novel
method for estimating the Hessian based on the data
marked for removal. This approach ensures an approx-
imate (i.e., bounded-error) unlearning mechanism appli-
cable to any convex loss functions. While our algorithm
is specifically designed for linear classifiers, we demon-

strate its applicability in mixed linear scenarios, such as
by linearizing a deep neural network.

• We establish theoretical guarantees for our unlearning
framework through comprehensive proofs and validate
our approach with experiments and ablation studies using
multiple benchmark datasets.

2. Related Works
Machine unlearning. Machine unlearning, introduced in
[2], aims to efficiently remove the influence of certain train-
ing instances from a model’s parameters. Unlearning ap-
proaches in the literature can be primarily categorized into
exact and approximate unlearning methods. Exact unlearn-
ing methods aim to ensure that the data is completely un-
learned from the model, akin to retraining from scratch.
Recent approaches include [1, 7], which split the data into
multiple shards and train separate models on different non-
overlapping combinations of these shards. However, it
comes with substantial storage costs since multiple models
must be maintained. In contrast, approximate unlearning
methods estimate the influence of the unlearning instances
and remove it through direct parameter updates. Some ap-
proximate methods focus on improving efficiency [30] or
preserving performance [29], but they lack formal guaran-
tees on data removal. A second group of approximate ap-
proaches [12, 13, 15, 25] provide theoretical guarantees on
the statistical indistinguishability of unlearned and retrained
models based on ideas similar to differential privacy [8]. All
these methods require access to access to all, or a subset
of, the training data. This assumption may not hold true in
many practical settings; nevertheless, data privacy concerns
may need to be addressed [11]. Recently, machine unlearn-
ing has attracted attention and achieved notable success in
various applications, such as mitigating bias [4], erasing un-
wanted or copyrighted content [10, 21], and preventing ma-
licious attacks [31] in recent large-scale generative models.
Source-free unlearning. A recent paper has proposed a
method for unlearning which works by solely requiring ac-
cess to the trained model weights and the data to be for-
gotten, without needing the original training dataset, refer-
ring to it as ”zero-shot machine unlearning” [5]. They pro-
pose two approaches: error minimizing-maximizing noise
and gated knowledge transfer.

The first approach learns a set of noise matrices which
maximize the error for the forget set, and a separate set of
noise matrices which minimize the error as a proxy for the
remaining data. The second approach uses knowledge dis-
tillation of the original model into a new model, gated by
a filter that prevents the forget set knowledge from being
passed, and additionally, supplemented by a generator net-
work for sample generation. A major limitation of these
methods is their inability to forget specific instances of dif-
ferent classes; rather, they forget all the data pertaining to



a class. However, such fine-grained forgetting scenarios
are likely to occur in real-world applications, where the
need for selective data removal or modification is prevalent.
A recent work [3] proposes an adversarial sample genera-
tion strategy to extend zero-shot unlearning to the instance-
wise case. However, this method struggles to scale be-
yond forgetting a few samples without significantly degrad-
ing model performance. Another recent work [9] proposes
a method called Just-in-Time (JiT) unlearning where they
minimize the gradient effect by creating perturbed samples
around each forget sample and fine-tune the model with
those samples for reducing its reliance on that sample.

Critically, all existing zero-shot machine unlearning
methods fail to provide any formal guarantees regarding the
completeness or effectiveness of the forgetting process. In
practical applications, where data privacy and compliance
are paramount, such guarantees are essential to ensure that
sensitive information is reliably removed from the model
without compromising its overall performance. Addition-
ally, a core contribution of our work is to provide such guar-
antees when the source data is no longer available.

3. Preliminaries
The mathematical concept central to the ideal machine un-
learning setting is known as parameter indistinguishability
[15]. In this section, we provide a brief overview of this
definition. Additionally, we present the preliminaries of the
unlearning mechanism for linear classifiers under convex
losses.

3.1. Parameter Indistinguishability
Consider a data distribution D ∼ {xi, yi}ni=1 represent-
ing a training set used to train a model with a random-
ized algorithm A resulting in the output hypothesis space
H. Suppose there is a desire to eliminate the influence of
xi from H using an unlearning mechanism Ξ. The un-
learning mechanism is said to achieve parameter indistin-
guishability, if Ξ functions in a manner such that the out-
puts of Ξ(A(D),D, xi) and A(D\xi) are very close to each
other. The current trend in unlearning research emphasizes
demonstrating the efficacy of designed mechanisms using
this metric. In simpler terms, the unlearned model should
closely mimic, in terms of output space, the model that has
been retrained from scratch without the specific data. Fur-
ther discussion on this aspect will be provided in detail in
the experimental section. In our case, we explore linear
classifiers with the randomized algorithm A being the su-
pervised learning, using standard convex loss functions.

3.2. Unlearning of Linear Classifier
The empirical loss with respect to a linear classifier w ∈ Rd

and a convex loss function l : Rd → R can be writ-
ten as L(w) =

∑n
i=1 l(yi, w

⊤xi) +
λn
2 ∥w∥22. Let w⋆ =

arg min
w

L(w) be the optimal linear classifier trained on

the distribution D. To forget a subset of the training data
Df ⊂ D, the naive approach involves retraining the classi-
fier over the distribution Dr = D\Df . However, this ap-
proach is impractical and time-consuming. A more widely
used alternative is to mitigate the influence of the forget
dataset using the influence function [15, 28] on the optimal
model parameters. Mathematically, this unlearning mecha-
nism can be expressed as:

Ξ(w⋆,D,Df ) = wuf = w⋆ +H−1
r ∇f + σ2ε (1)

Here, wuf represents the model parameters obtained by
unlearning the forget dataset, w⋆ is the optimal model pa-
rameter obtained using the entire training data, Hr is the
Hessian of the remaining dataset, and ∇f is the gradient of
the forget dataset at the optimal point w⋆, σ is the variance
of the noise term and ε is the noise sampled from a standard
Gaussian distribution. The term −H−1

r ∇f corresponds to
the influence of the forget dataset on the model parameters.
Also, the noise term seeks to remove any information that
could potentially leak due to slight inconsistencies. This un-
learning methods is theoretically grounded and the residual
norm of the gradient of the unlearned model on the remain-
ing training set Dr can be tightly upper bounded. However,
the assumption of having access to D during unlearning is
strong and we relax this problem where we just have access
to Df . However, without Dr, computing the Hessian Hr as
in Eq. (1) is non-trivial. To solve this, we devise a method
where we can approximate this Hr using only w⋆ and Df ,
which is elaborated in the next section in detail.

3.3. Mixed Linear Unlearning
Due to the highly non-convex structure of the loss land-
scapes of neural networks, unlearning is a challenging task.
As a solution to this problem in [13] authors proposed
Mixed Linear Unlearning where the loss function is stated
as the following:

L(w) =

n∑
i=1

∥fw∗
c
(xi) +∇wfw∗

c
(xi) · w − yi∥22 +

λn

2
∥w∥22

where w∗
c is the model parameters trained on a public

dataset, fw∗
c

is the function parameterized with w∗
c i.e. neu-

ral network, and ∇wfw∗
c

is the Jacobian of the function
fw∗

c
. The model parameters w are trained on the user-

specific dataset where there can be an unlearning request
after training. The Neural Tangent Kernel (NTK) [17, 22]
approach in mixed linear unlearning leverages a first-order
Taylor expansion to approximate the network’s behavior in
a linearized form, which simplifies the complex task of for-
getting in non-linear networks. This approximation trans-
forms the problem into a convex optimization task, allow-
ing data removal to be treated with a closed-form solution



rather than requiring full re-optimization. By linearizing the
network’s behavior around specific weights, NTKs make
the process of forgetting efficient, enabling the model to
quickly process data deletion requests without the compu-
tational burden of extensive retraining and while preserving
most of the model’s predictive performance. Again, the un-
learning mechanism proposed for this method is the same
as Eq. (1). In our experiments, to show our methods per-
formance on neural networks we utilized the mixed linear
unlearning approach. Our proposed method in the next sec-
tion is easily applicable to this setup.

4. Methodology
Given a differentiable convex loss L, we can write the Tay-
lor approximation of this around the optimal classifier w⋆

as follows:

L(w) ≈ L(w⋆) +∇(w⋆)⊤(w − w⋆)

+
1

2
(w − w⋆)⊤H(w⋆)(w − w⋆)

where the higher-order terms of the Taylor expansion are
neglected here due to its relatively small magnitude. We
define the loss difference δL as follows:

δL = L(w)− L(w⋆)

Assuming this δL is computed over the whole training data,
we denote the loss difference with respect to the retain data
xr ∈ Dr as δLr. So,

δLr ≈ ∇r(w
⋆)⊤(w − w⋆)

+
1

2
(w − w⋆)⊤Hr(w

⋆)(w − w⋆)
(2)

Assuming that the training converges to the global optima
w⋆, we can safely assume that ∇(w⋆) = 0, which also
means ∇r(w

⋆) + ∇f (w
⋆) = 0 =⇒ ∇r(w

⋆) =
−∇f (w

⋆). Plugging this in Eq. (2) we get the following:

1

2
(δw)⊤Hr(w

⋆)(δw)−∇f (w
⋆)⊤δw − δLr ≈ 0

where, δw = (w − w⋆). With this observation we gener-
ate some (m points) small perturbations around the optima
wi = w⋆+(δw)i and calculate the average to formulate the
following objective function of the Hessian as follows:

Ψ(Hr) =
1

m

m∑
i=1

(fi(Hr))
2

where fi(Hr) =
1
2 (δw)

⊤
i Hr(w

⋆)(δw)i−∇f (w
⋆)⊤(δw)i−

δLr(wi). Since Ψ(Hr) → 0 at the optima, minimizing
it should output the desired Hessian Hr w.r.t to the retain

data. However, since we do not have access to Dr, we can
not explicitly compute δLr(wi). Instead, we can replace
it with next best value which is δLf (wi). This is reason-
able replacement since δL(wi) ≤ L∥wi − w⋆∥ where L is
the Lipschitz constant corresponding to the loss. As a re-
sult both δLr(wi) and δLf (wi) can be upper bounded by
L∥δw∥ → 0, for small perturbations. So with the small up-
per bound we can approximately say that both the quantities
are very close to each other.
So we define an approximate version of fi as follows:
f̃i(Hr) = 1

2 (δw)
⊤
i Hr(w

⋆)(δw)i − ∇f (w
⋆)⊤(δw)i −

δLf (wi). Our final objective becomes:

Ψ̃(Hr) =
1

m

m∑
i=1

(
f̃i(Hr)

)2

Clearly the Hr is positive semi definite (PSD) for any con-
vex loss functions. Based on this observation, we formu-
late the following optimization as a Semi Definite Program
(SDP) as follows:

minimize Ψ̃(X)

subject to X ⪰ 0
(3)

Since we are approximating the value of δLr(wi) instead
of using the actual ground truth value, we anticipate that the
solution to optimization problem Eq. (3) will be approxi-
mately close to the true retained Hessian Hr. In fact, we
can bound the error between the true and estimated Hessian
using the following lemma.

Lemma 1. Consider choosing δw ∈ Rd where each ele-
ment δw(j) of is sampled from N (0, 1). Assuming that the
solution of the optimization Eq. (3) converges to Ĥr, then
the frobenius norm of the difference between the Hessian
Hr (the actual ground truth Hessian with respect to Dr)
and Ĥr can be upper bounded as:

∥∆Hr∥F ≤ 2ϵ
√
d

(2 + d)

where ϵ is the upper bound on the approximation error of
δLr(wi). Mathematically: |δLr(wi)− δLf (wi)| ≤ ϵ ∀i

Proof. From the definition of Ψ(H):

Ψ(X) = E
δw∼N (0,I)

[
(
1

2
δw⊤Xδw +∇⊤

r δw − δLr)
2

]
(4)

By neglecting higher order terms in the taylor approxima-
tion we can say, δLr ≈ 1

2δw
⊤Hrδw+∇⊤

r δw. Substituting



δLr from Equation 4:

Ψ(X) = Eδw∼N (0,I)

[
(
1

2
δw⊤Xδw − 1

2
δw⊤Hrδw)

2

]
= Eδw∼N (0,I)

[
(
1

2
δw⊤(X−Hr)δw)

2

]
=

1

2
trace(M2) +

1

4
trace(M)2

where, we define M = (X−Hr). So, clearly the minimizer
of Ψ(X) is at M = 0 or X = Hr. However it is the ideal
case, where we do not approximate δLr. In our algorithm,
we are minimizing and approximate objective Ψ̃(X). Also
from the definition we can say f̃i(X) = fi(X)+(δLr(wi)−
δLf (wi)). Since we assume that |δLr(wi) − δLf (wi)| ≤
ϵ ∀i, we can derive the following inequality:

(fi(X)− ϵ) ≤ f̃i(X) ≤ (fi(X) + ϵ)

=⇒ 1

m

m∑
i=1

(fi(X − ϵ))
2 ≤ Ψ̃(X) ≤ 1

m

m∑
i=1

(fi(X + ϵ))
2

Using this definition and using the derived term for Ψ(X),
we can derive the following:

Ψ̃(X) ≤ 1

2
trace(M2 + 2ϵM) +

1

4
trace(M)2

1

2
trace(M2 − 2ϵM) +

1

4
trace(M)2 ≤ Ψ̃(X)

By seperately taking derivatives of the upper and lower
bounds above, if we set it to 0, we get the following bound
on the minimizer M (details in the supplementary).

− 2ϵ

(2 + d)
Id ≤ M ≤ 2ϵ

(2 + d)
Id

where, Id ∈ Rd×d is the identity matrix. This inequality
implies that the if the solution of optimization 3 is Ĥr, then

Hr −
2ϵ

(2 + d)
Id ≤ Ĥr ≤ Hr +

2ϵ

(2 + d)
Id

As a result we can conclude:

∥Ĥr − Hr∥ = ∥∆Hr∥F ≤ 2ϵ∥Id∥F
(2 + d)

Since ∥Id∥F =
√
d, we conclude the proof.

Implications of Lemma 1: The lemma provides an upper
bound on the Frobenius norm between the true and esti-
mated Hessians, characterized by two parameters: ϵ and
d. When ϵ is smaller, the upper bound decreases, leading
to a better approximation of the retain Hessian. This is in-
tuitive, as ϵ represents the approximation error of the loss
difference. Additionally, increasing the feature dimension

d causes the upper bound to approach zero. Specifically,
the norm decreases inversely with

√
d. In other words, as

the matrix size grows, the upper bound on the difference
becomes smaller. Importantly, we do not make any as-
sumptions about the linearity of the model in proving this
lemma. The bound suggests that for high-dimensional sce-
narios (such as in deep models), estimating the Hessian ac-
curately may be feasible, making this method worth explor-
ing. However, storing and inverting a large Hessian is com-
putationally impractical. Fortunately, various methods ex-
ist for Hessian approximation, such as diagonalization [32]
or linearizing deep models using Hessian-vector products
[13]. Integrating these approximation techniques with our
approach could open up promising avenues for future re-
search.

Theorem 1. Suppose that ∀(xi, yi) ∈ D, w ∈ Rd:
∥∇ℓ(w⊤xi, yi)∥ ≤ C. Suppose that the second derivative
of ℓ is γ-lipschitz and ∥xi∥2 ≤ 1 for all (xi, yi) ∈ D, and
the result of optimization Eq. (3) is Ĥ . Then:

∥∇L(wuf ,Dr)∥2 ≤ γ(n− nf )∥Ĥ
−1

r ∇f∥22

≤
4γC2n2

f (n− nf )[
λ(n− nf )− 2ϵ

(2+d)

]2
where n and nf denote the number of total training samples
and the number of samples to be forgotten respectively.

Proof. This proof is inspired by [15], and based on Theo-
rem 4 of the paper. This bound says that upon forgetting
nf samples from the dataset, if the resulting model become
wuf then the norm of the gradient with respect to this model
on the remaining dataset can be upper bounded as follows:

∥∇L(wuf ,Dr)∥2 ≤ γ(n− nf )∥H−1
r ∇f∥22

Now this H is the actual retain hessian while our estimate is
Ĥr = Hr + ∆Hr. From the definition of loss L, we know
that after removing nf samples the loss becomes λ(n−nf )-
strongly convex. As a result we get ∥Hr∥2 ≥ λ(n − nf ).
Now we can apply triangle inequality and the upper bound
from Lemma 1 as follows:

λ(n− nf ) ≤ ∥Hr∥2 ≤ ∥Ĥr∥2 + ∥∆Hr∥2

≤ ∥Ĥr∥2 +
∥∥∥∥ 2ϵ

(2 + d)
Id

∥∥∥∥
2

= ∥Ĥr∥2 +
2ϵ

(2 + d)

which implies,

∥Ĥr∥2 ≥ λ(n− nf )−
2ϵ

(2 + d)

=⇒ ∥Ĥr∥−1
2 ≤ 1

λ(n− nf )− 2ϵ
(2+d)



Also, from Theorem 4 of [15], we know ∥∇f∥ ≤ 2Cnf .
So,

∥Ĥ
−1

r ∇f∥22 ≤ ∥Ĥ
−1

r ∥22∥∇f∥22 ≤
4C2n2

f

(λ(n− nf )− 2ϵ
(2+d) )

2

=⇒ ∥∇L(wuf ,Dr)∥2 ≤
4γC2n2

f (n− nf )

(λ(n− nf )− 2ϵ
(2+d) )

2

Hence we conclude the proof of Theorem 1.

Implications of Theorem 1: The leftmost term in the theo-
rem’s inequality essentially represents the norm of the gra-
dient with respect to the unlearned model on the remaining
data. Successful unlearning, as suggested by the parameter
indistinguishability (see Sec. 3.2), should lead this norm to
approach 0. Examining the upper bound, we observe that
for a fixed size d of the Hessian, it becomes tighter with an
increase in the number of remaining data, as the term is in-
versely proportional to the remaining data size. We validate
this phenomenon through experimentation, where we ob-
serve a decline in unlearning performance as the number of
samples to be forgotten increases. Additionally, the upper
bound decreases as we significantly increase the Hessian
dimension d. This finding aligns with Lemma 1, which as-
serts that for large d, the estimated and true Hessians closely
resemble each other, indicating effective unlearning.

5. Experiments
Datasets. To demonstrate the efficacy of our proposed
algorithms for the source-free unlearning scenario, we use
four standard benchmark classification datasets: CIFAR-10
[19], CIFAR-100 [19], Stanford Dogs [18], and CalTech-
256 [14]. CIFAR-10 is a dataset consisting of 60,000 RGB
images in 10 different classes, with 6,000 images per class.
CIFAR-100 is similar to CIFAR-10, but with 100 classes
containing 600 images each, providing a more granular
classification challenge. Stanford Dogs contains 20,580 im-
ages of 120 different breeds of dogs, making it ideal for fine-
grained classification tasks. CalTech-256 comprises 30,607
images across 256 object categories, offering a diverse set
of images for comprehensive object recognition research.
Implementation details. Since we perform zero-shot un-
learning for linear classifiers, we use a ResNet-18 [16] ar-
chitecture pre-trained on ImageNet [6] as our feature ex-
tractor. Using these features, we train a linear classifier and
then discard the data. During unlearning, we only use the
trained linear model and the data to be forgotten. For the
experiments with neural networks we used Mixed-Linear
neural network [13] and we linearized the last few layers.
We used ResNet-18 [16] and the datasets given above for
these experiments. We randomly sample up to 10% of the
training data as the forget data. All experiments were per-
formed on a single NVIDIA-RTX 3090 GPU.

Baseline metrics. The main baseline for any Machine Un-
learning (MU) methods is the parameter indistinguishabil-
ity between the retrained and unlearned models. A success-
ful unlearning algorithm should emulate the performance
of a model that was never exposed to the forget data, having
been trained solely on the remaining data. In this context,
we evaluate the classification accuracy of the model on the
following datasets: (i) test data, (ii) remaining training data,
and (iii) forget data. Additionally, we assess the Member-
ship Inference Attack (MIA) score of the models, as pro-
posed in the prior work [20]. This score indicates whether a
sample was originally part of the training set. After forget-
ting certain samples, we check their MIA scores using the
unlearned model. An MIA score close to 50% signifies suc-
cessful unlearning, as it indicates that the unlearned model
cannot distinguish whether the forget data came from the
training distribution or the test distribution.
Baseline models. Unlearned models using our proposed
algorithm are compared with two types of models: (a) A
model retrained from scratch using the remaining training
data (Retrained) and (b) An unlearned model that has been
unlearned using the exact Hessian computed from the re-
maining data (Unlearned(+)). Since we estimate the retain
Hessian without accessing the remaining data, our primary
objective is to closely mimic the performance of the model
described in (a) (marked with cyan color for all the tables)
using the baseline metrics. Since we do not need the train-
ing data during unlearning we refer the unlearned model us-
ing our proposed algorithm as (Unlearned(-)). We explore
these model’s performances using both linear and mixed-
linear classifiers for all the datasets.

5.1. Comparison of baseline metrics on different
datasets using linear classifiers

We compare the performance of the Retrained, Un-
learned(+), and Unlearned(-) models on all four datasets
(Fig. 1) by selecting 10% of the training samples as forget
data. We use linear classifier and quadratic loss as the con-
vex loss function for all cases. The results are presented
as bar plots for all these scenarios. As theoretically ex-
pected, the performance of Unlearned(+) closely mimics
that of the Retrained model. As per the main results, in
all cases, the performance of Unlearned(-) closely matches
that of the Unlearned(+) model, which aligns with our the-
oretical bounds.

5.2. Effects of percentage of the forget data size
To investigate the influence of forget data size, we vary the
proportion of randomly selected data for forgetting within
the training set while maintaining consistency across all
other factors. According to Theorem 1, it becomes appar-
ent that the quantity of forgotten samples significantly in-
fluences the optimization process. As we can see in Tab. 1,
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Figure 1. Performance comparison of the proposed methods across different datasets: CIFAR-10, CIFAR-100, StanfordDogs, and Cal-
tech256. We randomly select 10% of the entire training data as forget samples. Each figure illustrates the effectiveness of the optimization
strategies in handling the forgetting of samples, as evidenced by the close performance of models Unlearned(+) and Unlearned(-). As
expected, our method also yields results comparable to retraining from scratch (Retrained), suggesting successful unlearning.

increasing the number of forget samples negatively impacts
performance. Specifically, when 5% of the training data is
chosen randomly for forgetting, the disparity between the
retrained model with the remaining data and the model up-
dated using our approach becomes negligible. However,
with an increase in the percentage of forget data, the gap
between these two models widens considerably. This result
perfectly matches the bound we provide in Theorem 1.

Method Test Remaining Forget MIA

Retrained 73% 75% 73% 50%
Unlearned (-) 15% 59% 60% 59% 55.8%
Performance Gap 14% 15% 14% 5.8%

Retrained 72% 74% 72% 50%
Unlearned (-) 10% 70% 71% 68% 51.4%
Performance Gap 2% 3% 4% 1.4%

Retrained 73% 74% 73% 49.4%
Unlearned (-) 5% 73% 74% 73% 49.4%
Performance Gap 0% 0% 0% 0%

Table 1. The effect of the proportion of randomly selected data
from the CIFAR-10 training dataset for forgetting. As the number
of forget data samples increases, the difference in performance be-
tween the Retrained and Unlearned(-) models also increases. The
second column indicates the percentage of the selected forgetting
data.

5.3. Effects of the number of perturbations

Method Test Remaining Forget MIA

Retrained 72% 74% 72% 50%

Unlearned (-) 250 57% 58% 57% 56.2%
Performance Gap 15% 16% 15% 6.2%

Unlearned (-) 500 70% 71% 68% 51.4%
Performance Gap 2% 3% 4% 1.4%

Unlearned (-) 1000 72% 74% 71% 49%
Performance Gap 0% 0% 1% 1%

Table 2. The effect of the number of perturbations randomly se-
lected from a Gaussian distribution for the CIFAR-10 dataset. The
second column indicates the number of perturbations used to ap-
proximate the Hessian using our method. Increasing the number
of perturbations positively influences unlearning performance.

For this experiment, we perform unlearning with lin-
ear classifiers by varying the number of perturbations. As
demonstrated in the proof of Lemma 1, the convergence of
our optimization toward the true retain Hessian is strongly
influenced by the objective function, which is formulated
as the expectation of a perturbed random variable. Conse-
quently, to better capture the expected value, a larger num-
ber of perturbations is required, which, in turn, positively
impacts unlearning performance. This effect is clearly il-



lustrated in Table 2, where we observe that a higher number
of perturbations consistently leads to improved outcomes.

5.4. Effects of the L2 regularization

Method Test Remaining Forget MIA

Retrained 72% 74% 72% 50%

Unlearned (-) 0 70% 71% 68% 51.4%
Performance Gap 2% 3% 4% 1.4%

Unlearned (-) 0.0005 71% 72% 71% 49.8%
Performance Gap 1% 2% 1% 0.2%

Unlearned (-) 0.001 72% 73% 72% 50.9%
Performance Gap 0% 1% 0% 0.9%

Table 3. The impact of the regularization parameter λ on the un-
learning algorithm. Increasing λ leads to improved unlearning per-
formance, consistent with our claim in Theorem 1.

The theoretical upper bound on the norm in Theorem 1 is
clearly proportional to 1

λ2 , with λ representing the regular-
ization parameter. Consequently, as demonstrated in Tab. 3,
increasing the value of λ leads to a reduction in the perfor-
mance gap between our unlearned model and the retrained
model.

5.5. Experiments on mixed linear networks
To show the applicability of our approach to the neural net-
works, we consider using mixed linear networks for un-
learning [13]. We select the last few layers of ResNet-18 to
linearize and train it with CIFAR-100. We randomly select
10%, 15%, and 20% of data to be forgotten from the trained
model and apply our optimization function to approximate
the remaining data Hessian at the trained model. The re-
sults are listed in Tab. 4. As can be seen, our method can
approximate the exact remaining hessian and can perform
significantly well even without having the remaining data.
We also conduct experiments on other datasets mentioned
in Sec. 5 [Datasets](See supplementary).

Method Test Remaining Forget MIA

Retrained 62.2% 65.7% 62.6% 50%
Unlearned (+) 20% 60.1% 63.4% 59.3% 50.4%
Unlearned (-) 60% 70% 63.2% 50.8%
Performance Gap 0.1% 6.6% 3.9% 0.4%

Retrained 63.1% 68.9% 63.3% 50.2%
Unlearned (+) 15% 61.9% 67.9% 62.2% 50.7%
Unlearned (-) 61.4% 70.1% 62.2% 51.7%
Performance Gap 0.5% 2.2% 0.0% 1.0%

Retrained 63.7% 72% 63.9% 50%
Unlearned (+) 10% 63.3% 72.5% 64.9% 51%
Unlearned (-) 62.8% 70.1% 61.2% 52.3%
Performance Gap 0.5% 2.4% 3.7% 1.3%

Table 4. We demonstrate the applicability of our method to neu-
ral networks using mixed linear networks. The method performs
considerably well even without access to remaining data. Experi-
ments were conducted on the CIFAR-100 dataset with a ResNet-
18 model, linearizing the last few layers.

5.6. Comparison with other source-free unlearning
approaches

We compared our method with other unlearning approaches
closely related to our work. For these experiments, we uti-
lized the last layer of the ResNet-18 architecture as a lin-
ear classifier on the CIFAR-10 dataset, randomly selecting
10% of the data to be forgotten across all tests. As shown
in Tab. 5, our approach outperforms existing source-free
methods significantly in terms of performance on remain-
ing, forget, and test data. Specifically, NegGrad [12] fine-
tunes using only the forget data by applying gradient de-
scent to increase the loss for forget data. The Random La-
bels [12] method randomly reassigns labels (excluding the
actual class) to forget samples and fine-tunes the model with
this modified data. JiT [9] employs Lipschitz regularization
to maintain stable model outputs across perturbed data sam-
ples for unlearning. The Adversarial [3] approach com-
bines adversarial examples with weight importance metrics
to preserve performance on remaining data while applying
gradient ascent on the forget data.

Method Test Data Remaining Data Forget Data MIA

Retrained 72% 74% 72% 50%
NegGrad 51.9% 53.2% 51.2% 48%
Random Labels 20.6% 21.6% 21.4% 47%
JiT 52.1% 53.1% 51.1% 49.1%
Adversarial 51.5% 52.7% 51.0% 50.0%
Unlearned (-) 70% 71% 68% 51.4%

Table 5. Comparison of existing source-free unlearning methods
with our proposed method (Unlearned (-)). Our method signif-
icantly outperforms others. Experiments are conducted on the
CIFAR-10 dataset using a linear classifier.

6. Conclusion
In this paper, we introduce and evaluate a novel unlearn-
ing algorithm tailored for linear and mixed linear classifiers,
specifically targeting scenarios where the original training
data is unavailable during the unlearning process. Our algo-
rithm is a general-purpose method adaptable to a wide range
of convex loss functions, enabling its application across di-
verse contexts where different convex loss functions are em-
ployed. This flexibility makes it a versatile tool for unlearn-
ing in various machine learning applications. We establish
robust theoretical bounds for our algorithm, providing as-
surances of its reliability and effectiveness in unlearning
tasks. These theoretical guarantees offer a solid basis for
understanding the algorithm’s behavior and performance.
Additionally, we examine the implications of these bounds
and validate the practical efficacy of our algorithm through
extensive experimental evaluations. The results demon-
strate that the proposed algorithm performs exceptionally
well, confirming its theoretical advantages and highlighting
its potential for real-world applications.
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