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ABSTRACT
We present a work that explores the feasibility of auto-
mated face recognition technologies for analyzing identities
in works of portraiture, and in the process provide addi-
tional evidence to settle some long-standing questions in art
history. Works of portrait art bear the mark of visual in-
terpretation of the artist. Moreover, the number of samples
available to model these effects is often limited. From a
set of portraiture of the Renaissance and Baroque periods,
where the identities of subjects are known, we derive ap-
propriate features that are based on domain knowledge of
artistic renderings, and learn and validate statistical mod-
els for the distribution of the match and non-match scores,
which we refer to as portrait feature space (PFS). There-
after, we use this PFS on a number of cases that have been
“open questions” to art historians. They are usually in the
form of validating two portraits as belonging to the same
person. Using statistical hypothesis tests on the PFS, we
provide quantitative measures of similarity for each of these
questions. It is, to the best of our knowledge, the first study
that applies automated face recognition technologies to the
analysis of portraits of multiple subjects in various forms -
paintings, death masks, sculptures.
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I.4.9 [Image Processing and Computer Vision]: Appli-
cations

1. INTRODUCTION
Portraits have had a long history encompassing a wide

range of art works from ancient sculptures to modern day
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paintings. Most premodern and early modern portraiture
were depictions of people important in their own worlds –
from kings and queens to other prominent aristocrats in the
society. However, a large number of portraits from before
the nineteenth century have lost identities of their subjects
through the fortunes of time.

Analysis of faces in portraits can offer significant insights
into the personality, social standing, profession and age of
the subject they represent. However, this is not a simple
task since a portrait can be “subject to social and artistic
conventions that construct the sitter as a type of their time”
[9], thus resulting in large uncertainty about their identities.
Art historians have some lingering ambiguities (based on re-
semblance of facial features) with respect to certain pairs
of portraits whose identities are unknown. Face recognition
technologies can be very valuable in providing a quantifiable
measure of similarity and an independent source of evidence
that can help resolve these long-standing questions.

Challenges: Face recognition in artworks has challenges
apart from typical ones such as variations in pose, illumina-
tion and facial expression. Some are described below.

1) Choice of features: The chosen features should best
justify artists’ renditions and possess high discriminating
power. Although there has been some preliminary work on
this for paintings in general [3], there is little to no work
on understanding how to model the style in face portraiture
across artists. This leads to interesting questions in machine
learning on combinations of various algorithms that are per-
tinent to the present scenario.

2) Lack of sufficient training data: Many existing face
recognition methods assume that extensive training data is
available. This is rarely the case here since we are asked
to identify similarity between two faces drawn by differ-
ent artists without having a variety of training examples for
these artists. This is due to the difficulty in acquisition of
such images from musuems owing to their limited availabil-
ity, cost and established authenticity. Merely pulling images
off the internet would lack scientific integrity. Further, we
need to logically choose a set of related images that are rele-
vant to art historians and adhering to specific period styles.

Overview: Figure 1 illustrates the procedure adopted
in our work. Artists’ renditions are examined to arrive at
relevant features for analysis (Sec 2.1) - these being local fea-
tures (LF) and anthropometric distances (AD). For the pairs
of images with known identities, we compute LF and AD
similarity. Similarly, set of non-match scores are obtained
from instances that are known to not match (Sec 2.2). Us-
ing Fischer linear discriminant analysis, scores from LF and
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Figure 1: Overview of the Methodology

AD are fused in a way so as to maximize the variance be-
tween classes (match/non-match) while maintaining a small
variance within each class. Thereafter, using RANSAC al-
gorithm, we fit probability density functions (PDF) to the
match and non-match scores and prune outliers to obtain
distributions of match and non-match scores (Sec 2.3). We
call these learned distributions as Portrait Feature Space
(PFS),which is then validated on known instances. For iden-
tification purposes, the position of the similarity score be-
tween test and reference image in the PFS is used to arrive
at conclusions using statistical hypothesis tests (Sec 3).
Contributions: The following are the main contributions
of the work :

1. Based on domain knowledge of artists’ styles, we iden-
tify relevant features that possess high discriminating power.

2. Using statistical pattern recognition tools, we learn and
validate PFS from instances with known subjects.

3. We show how unknown subjects can be compared
against a reference image using hypothesis testing on the
learned distributions.

Related work: Face recognition can be categorized un-
der the broad heading of biometric identification [2]. A sur-
vey of still and video based face recognition research is pro-
vided in [11]. The vast majority of face recognition tech-
niques have been employed in surveillance and entertain-
ment applications.

Analysis of paintings using sophisticated computer vision
tools has gained popularity in recent years [6]. A recent
work has explored application of computer based facial im-
age analysis in artworks [7]. The proposed approach used a
statistical method for 3D face shape estimation to qualita-
tively evaluate similarity. While [7] focussed on validating
one subject against 4 candidates, our problem is broader.
We discriminate between multiple subjects (both genders)
across many art-forms/artists taking into account artistic
conventions of those times to learn PFS and analyze test
cases with respect to PFS. Also, for the present analysis,
shape information was found to be less discriminative when
compared to other features such as AD and LF. This can be
partly attributed to the evidence that artists often focused
on LF and took some liberties with shape [9]. This is fur-

ther substantiated by the use of local features in matching
forensic sketches (an art-form) to human faces in works such
as [12].

Description of the Dataset: We were provided 34 pairs
of images where the identities of the subjects were known. A
part of these images was used to learn the PFS and the rest
was used to validate it. We were also provided 11 pairs of
reference and test images wherein we had to find whether the
subject depicted in test image(whose identity is unknown)is
same as that depicted in reference image (whose identity is
known).The art works consisted of death masks, paintings
and sculptures of several aristocrats. A sample represen-
tation is provided in Figure 2. The images were carefully
vetted for authencity and relevance to a particular artistic
style.

Figure 2: Sample representation of dataset—Columns

1-3 denote images used to learn and validate PFS while

columns 4-6 denote images used in testing.

2. LEARNING PORTRAIT FEATURE SPACE

2.1 Feature Selection
Understanding artists’ styles: Prominent facial fea-

tures of a subject are retained in art works of the same sub-
ject by various artists [9]. Evidence regarding preserving
certain salient body proportions (also known as anthropo-
metric distances) in art works can be obtained from [8]. The
importance of these distances is evident in various cultures
starting from the ancient Egyptian era to the more recent
Renaissance era.

Choice of Features: We find the following aspects em-
phasized by various artists particularly useful for analysis.
1. Local Features: These include features such as eye cor-
ners, nose tip, etc. which are specific to a person. One of the
most well-known approaches to analyze local facial features
is by Elastic Bunch Graph Matching [10] where faces are
represented as image graphs based on fiducial points on the
face (e.g., eyes, nose) extracted using Gabor filters. Gabor
wavelets are very robust and biologically relevant since they
mimic the behavior of visual cortex. This method is useful
in extracting the features which artists emphasize.
2. Anthropometric Distances: These include salient dis-
tances such as width of forehead, upper face, etc. We lever-
age upon methods that have provided normative models of
facial measurements with the degree of deviation in a pop-
ulation [1].

2.2 Feature Extraction
Each of the features mentioned above is extracted from

the portrait images, the details of which, we explain below.



1. Local features: A set of 22 fiducial points is used to
represent each face. These include forehead tips (left, right),
forehead center, chin bottom, eye corners (right, left of each
eye), iris (left, right), cheekbones (left, right), nose top, nose
bottom, mouth corners (left, right), chin ear corners (left,
right), points on temple (left, right), and points on chin (left,
right). The precise location of these points is determined
by registering a generic mesh on the face and finding the
corresponding points between them.

Gabor jets are evaluated at each of these fiducial points.
A jet describes a small patch of grey values in an image
around the fiducial points described above. It is based on
convolution of the image with Gabor wavelets corresponding
to 5 frequencies and 8 orientations.

We evaluate similarities between jets across correspond-
ing fiducial points n in two faces as described in [10]. LF
similarity score between two portraits is evaluated as the
average of jet similarities over all fiducial points N .
Anthropometric Distances: All images are normalized
with respect to scale and orientation. A set of 11 salient
anthropometric distances, represented as a vector, charac-
terizes each face. These distances include distance between
iris, between forehead center and chin bottom, between fore-
head tips, between nose top and bottom, between chin ear
cornors, between mouth corners, between cheekbones, be-
tween points on chin, between forehead center and nose bot-
tom, between points on temples and width of nose. The sim-
ilarity between two AD vectors is evaluated by converting
the distance into a similarity measure as sAD(m,n) = e−β∗d,
where d is the 2D Euclidean distance between the AD vec-
tors ~m, ~n, and β is a co-efficient that is chosen suitably
to obtain a discriminative dynamic range of values. In our
experiements, we set β to be 5.
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Figure 3: PFS depicting distribution of match and

non-match scores. For training, match distribution was

G(.73, .048) and for non-match was G(.59, .063). The valida-

tion curves for match was G(.75, .055) and G(.61, .071) for

non-match. G(µ, σ) denotes Gaussian distribution with

mean µ and standard deviation σ.

2.3 PFS Learning Framework
A set of portrait pairs authenticated to be of the same sub-

ject by our collaborators in art history are used as training
examples to learn PFS and the remaining is used to validate
it. We fuse scores obtained from LF and AD features of these
images in a way such that the resulting distribution of match
and non match scores are as peaked and disjoint as possi-
ble so as to enable efficient decision making in identification
cases. Towards this, we employ the following methodology.
1. We consider a convex combination of the scores from the
two measures LF and AD as λ ∗ sLF + (1 − λ) ∗ sAD, λ

being varied from 0 to 1 in steps of 0.1.
2. For every λ, we evaluate the mean and standard devi-
ation of match and non-match scores using the RANSAC
algorithm [4] to prune outliers.
3. At each λ, we evaluate the Fisher linear discriminant
function, J = Sb

Sw
, where Sb is between class variance and

Sw is within class variance. We choose that value of λ = λopt
that gives the maximum value of J .
4. The distributions of match and non-match scores, with
λopt obtained in Step 3, for the combined (LF and AD) fea-
ture set are modelled as Gaussians distributions with means
and standard deviations estimated from Step 2.

Validation of learned PFS: We perform two-fold cross
validation on the set of images, i.e., we divide the set of
instances into two groups F1 and F2. In fold 1, we learn
the PFS from F1 and validate on F2. In fold 2, we learn
PFS from F2 and validate on F1. µ and σ of match and
non-match scores from two folds are averaged to obtain the
resulting curves shown in Fig 3. It is to be noted that these
curves are dependent on the data under consideration.

3. IDENTIFICATION EXPERIMENTS
Our collaborators in art history provided us 11 paradigms

wherein we were required to verify whether subjects in two
potraits were the same or not. These were (1) sculptural por-
trait of Sforza against a death mask by Laurana, (2) Sforza
painitng against a death mask by Laurana, (3) portrait of a
lady at the window against Lady with Primroses attributed
to Verrocchio, (4) bust of a young woman attributed to Ver-
rocchio against a de’ Benci painting by Da Vinci, (5) bust of
Strozzi by Fiesole against a painting by Campin, (6a,6b,6c)
uncertain painted portrait compared to a drawing, photo-
graph and painting of Mary Queen of Scotts, (7a,7b) un-
certain painted portrait compared to painted portraits of
James Scott by Kneller and Wissing, and (8a) uncertain
photographic portrait compared to painting of Constanze
Mozart by Lange.

3.1 Identification Framework
Given the learned PFS, the question now is to verify an

unknown test image against a reference image. Towards this,
we employ hypothesis testing.

Hypothesis Testing: This is a method for testing a
claim or hypothesis about a parameter in a population [5].
Below, we summarize it with respect to the learned PFS in
arriving at the conclusion for a match.
1. Null hypothesis claims that the match distribution ac-
counts for the test’s similarity score (with reference) better
than non-match distribution. The alternate hypothesis is
that non-match distribution models the score better.
2. We set level of significance α (test’s probability of incor-
rectly rejecting the null hypothesis) as 0.05, as per common
pratice in such problems.
3. We compute the test statistic using one independent non-
directional z test [5], which determines the number of stan-
dard deviations the similarity score deviates from the mean
similarity score of the learned distributions.
4. We compute p values which are the probabilities of ob-
taining a test statistic at least as extreme as the one that
was actually observed, assuming that the null hypothesis is
true. If p ≤ α, we reject the null hypothesis.

Identity Verification: In order to examine the validity
of the chosen approach, we consider similarity scores of the



Reference Distractors Conclusion
Match Non-match Match Non-match
p > α p ≤ α p ≤ α p > α Match
p ≤ α p > α p < α p ≥ α Non Match
p > α p > α NA NA No decision
p < α p < α NA NA No decision
p > α p ≤ α p > α p ≤ α No decision
p ≤ α p > α p ≤ α p > α No decision

Table 1: Various possibilities for p values of test with

reference and distractors. Different colors indicate dif-

ferent reasons (as explained in text) for reaching the cor-

responding conclusion. NA: Not applicable

test image with artworks known to depict different persons
other than the one depicted in reference image. We call
these images as distractors. Depending on availability, we
choose similar works by the same artist (artist of reference
image) as distractors. If a test image indeed represents the
same subject as in the reference image, not only should its
score with the reference image be modeled through match
distribution, but also its scores with distractor faces should
be modeled by non-match distribution.

3.2 Analysis Scenarios
We computed similarity scores of test cases with corre-

sponding reference image and with 10 distractors. Table 1
lists various hypothesis test scenarios that can arise [5] and
the corresponsing conclusions that one can infer. Match and
non-match cases are straight forward to infer from Table 1.
In cases where both match and non-match distributions are
likely to account for the test data in the same way, it can
be said that the learned PFS cannot accurately describe the
test data (black rows in Table 1). If either match or non-
match distribution is more likely to account for both test
as well as distractors (magenta rows in Table 1), it can be
inferred that the chosen features do not possess sufficient
discriminating power to prune outliers. Thus in these sce-
narios, it is not possible to reach any conclusion.

3.3 Case Studies of Test Images
Table 2 lists the various p values for the identification at-

tempts. Scores from 10 distractors are averaged to evaluate
p values with match and non-match distributions. The fol-
lowing are the main categories of conclusions that can be
inferred.
Match: Since p values satisfy conditions in blue row of Ta-
ble 2, cases 1, 2, 3 and 8a are more likely modeled by match
distribution.
Non match: Since case 4 satisfies conditions in red row of
Table 2, it is more likely modeled by non-match distribution.
No conclusion: For cases 5, 6a, 6b and 7a both match/non-
match distributions were accountable for the test scores ob-
tained, and for cases 7b and 6c, distractors caused confusion.

4. CONCLUSIONS
We presented a work that explores the feasibility of com-

puter based face recognition in identifying works of por-
triature. We provided experimental results validating the
proposed approach. We also analysed the identification at-

Test Rm Rnm Dm Dnm Conclusion
1 .485 .05 .05 .34 Match
2 .298 .002 .04 .15 Match
3 .764 .015 .04 .56 Match
4 .038 .562 .03 .5 Non-match
5 .322 .1552 .03 .55 No Decision
6a .267 .187 .04 .4 No Decision
6b .275 .18 .41 .3 No Decision
6c .45 .05 .21 .02 No Decision
7a .144 .28 .03 .5 No Decision
7b .352 .05 .44 .03 No Decision
8a .187 .3 .05 .56 Match

Table 2: p values for test cases. Rm and Dm denote p

values of reference and distractor images with respect

to match while Rnm and Dnm denote p values of refer-

ence and distractor images with respect to non-match

distribution.

tempts against the backdrop of known hypotheses. We be-
lieve that these results can serve as a source of complemen-
tary evidence to the art historians. Future work will analyze
larger datasets and model artistic styles.
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