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Context-Aware Surveillance Video Summarization
Shu Zhang, Yingying Zhu, and Amit K. Roy-Chowdhury

Abstract— We present a method that is able to find the most
informative video portions, leading to a summarization of video
sequences. In contrast to the existing works, our method is able
to capture the important video portions through information
about individual local motion regions, as well as the interac-
tions between these motion regions. In particular, our proposed
context-aware video summarization (CAVS) framework adopts
the methodology of sparse coding with generalized sparse group
lasso to learn a dictionary of video features and a dictionary
of spatiotemporal feature correlation graphs. Sparsity ensures
that the most informative features and relationships are retained.
The feature correlations, represented by a dictionary of graphs,
indicate how motion regions correlate with each other globally.
When a new video segment is processed by CAVS, both dictionar-
ies are updated in an online fashion. In particular, CAVS scans
through every video segment to determine if the new features
along with the feature correlations can be sparsely represented
by the learned dictionaries. If not, the dictionaries are updated,
and the corresponding video segments are incorporated into the
summarized video. The results on four public data sets, mostly
composed of surveillance videos and a small amount of other
online videos, show the effectiveness of our proposed method.

Index Terms— Video summarization, context, sparse coding.

I. INTRODUCTION

THE huge growth in video data calls for an urgent need
to develop tools to summarize events occurring in these

videos. Large parts of most videos are often redundant or not
informative. Manually watching hours of videos to figure out
the informative events is very time consuming. Furthermore,
it is difficult for people to focus on watching videos for hours
and not miss important events in the video. So, it is very
important to develop tools that allow analysts to automatically
select the most informative parts of a video sequence. The
problem of finding such informative video portions is usually
considered as the problem of video summarization.

Although the video summarization problem has been exten-
sively studied, many previous methods worked on structured
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videos [1], e.g. sports videos and movies. These videos
have well-organized structures which can be exploited in the
summarization process, but may not be applicable in other
natural videos. In recent studies, the video summarization
problem has been often defined as the problem of feature
reconstruction [2], [3]. This is essentially to determine if the
features in the test dataset can be reconstructed by those in
the summarized data. However, they have not considered the
fact that objects and events are often inter-related to each
other, which can be very efficiently exploited in the summa-
rization process. Such relationships can often be observed in
videos, especially surveillance videos. This inter-relationship,
often termed as context information, has been very effective
for many object and activity recognition problems [4], [5].
This paper explores this aspect from the perspective of the
surveillance video summarization problem.

Many videos consist of complex events that have strong
correlations between each other. For instance, Fig. 1 shows
three scenarios from surveillance videos and user-generated
videos. Some informative events are highlighted, which are
expected to be summarized. The first scenario from a surveil-
lance video shows that a person in white gets out of the car,
closes the door and leaves the car. In the second scenario, the
person gets out of the car, walks to the back of the car and
opens the trunk. In the third scenario from a user generated
video, three kids collect leaves, stand up and throw leaves
to others. According to the problem formulation in existing
works like [2], both the first two scenarios have the event of
getting out of the car and such an event may not be shown
in all the summarized videos. However, analysts may want to
watch summarized videos as stories or series of informative
events. Similarly, in the third scenario, analysts do not just
want to focus on a single activity such as collecting the leaves.
Instead, they would like to watch the whole series of activities.
Rather than watching a short yet non-informative event such
as entering a car, video watchers can be more interested in
watching a slightly longer but informative summarized video
sequence , e.g., what a person does after getting out of
the car. The importance of the correlations between different
events is obviously of significance and should be considered
in determing the summary.

In this work we consider the spatio-temporal correlations
between events to be as important as the events themselves.
Thus, we propose a surveillance video summarization frame-
work that is able to find new events as well as different
event correlations. When we select an informative video
portion as part of the summarization results, the new events,
along with the spatio-temporal correlation between them, are
learned. This makes our proposed method significantly differ-
ent from previous related works [2], [6], [7]. We term this as
Context-Aware Video Summarization (CAVS), a framework
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Fig. 1. Examples of video segments deemed as important by our summarization framework. From left to right: (1) from getting out of a vehicle to leaving
a car, (2) from getting out of a vehicle to opening a trunk, and (3) from collecting leaves to throwing leaves to others. In the first two scenarios, although the
same event, getting out of car happens in both cases, the other events that happen around it may determine that it is important enough to be summarized in
both cases. In the third scenario, although each single activity appears for multiple times, the series of activities are of interest to users. Also, by summarizing
the entire segments, rather than individual events, CAVS produces a more meaningful output.

that incorporates the event correlations to generate a short
video summarizing the most informative parts of a long
video sequence. The sparse representation, a method to rep-
resent high-dimensional samples using less training data, is
adopted in CAVS to guarantee that the size of the summarized
video is as small as possible.

During the training phase, the video features that describe
events, e.g. spatio-temporal motion features, are first extracted.
CAVS learns a dictionary of these features, summarizing the
main contents of the training videos. Besides, the spatio-
temporal correlations between features are also learned, rep-
resented by a dictionary of feature correlation graphs. The
learned representative training features are used to sparsely
reconstruct the features in the testing data using the gen-
eralized sparse group lasso [8], [9]. Specifically, a video
sequence in the testing dataset is divided into segments, each
of which may contain multiple events or motions. CAVS scans
through every video segment along time. The new features
in a new video segment are compared with the known ones
in each detected region, as well as the inter-relationships
between them. If the features as well as their correlations
in a new video segment can be sparsely represented by the
learned features, this video segment is assumed to be non-
informative. Otherwise, the new video segment indicates that
some important unseen information occurs in this video seg-
ment and should be absorbed into the summarized video. The
corresponding features are added into the learned dictionary,
and the new feature correlations are also updated in the
dictionary of correlation graphs. This process is performed
online until every video segment is scanned by the algorithm.
We demonstrate the effectiveness of our algorithm on two
state-of-the-art surveillance video datasets [10], [11] and two
user-generated online videos [12], [13]. Each video in these
datasets contain multiple events that interact with each other in
space and time. It is demonstrated in Sec. IV that our proposed
method outperforms three state-of-the-art video summarization
approaches [2], [7], [14].

A. Contributions
We summarize our main contributions as follows.
• We propose a novel framework to find the most infor-

mative parts of a video sequence. Our proposed model
preserves the correlations between the motion regions and

therefore is able to preserve the global motion informa-
tion. The spatio-temporal correlations between different
events are represented by a dictionary of spatio-temporal
feature correlation graphs.

• The video summarization problem is formulated as the
problem of sparse feature reconstruction. This is achieved
through the generalized sparse group lasso, and ensures
that only the most informative portions of the video are
selected.

• We propose a method for online updating of the fea-
ture dictionary and the dictionary of feature correlation
graphs.

• We demonstrate the effectiveness of our algorithm on
two public surveillance datasets and two user generated
datasets that contain multiple spatio-temporal events.

B. Related Works

Video summarization is gaining widespread attention in
recent years. As mentioned in [1], many existing works
focused on the problem of structured video summarization,
such as the movie or sports videos [15], [16]. The specific
characteristics of these videos help to achieve good video
summarization results. However, these methods are usually not
easy to be extended to general video sequences.

In general, key frame based method is one of the most
commonly used techniques in video summarization. Features
such as gradient orientations [14], color features [17] and a
combination of color and texture features [18] were used.
Beyond purely visual information, additional audio data [19]
or multi-data source [20] were also considered as important
features to find the key frames of a video. Object level
methods [21]–[23] have also been applied to remove irrelevant
video frames, in which the relationships between objects were
considered. The works [3], [24] used images as a prior to
create semantically meaningful summaries. Change detection
was also used in video summarization [25], in which a video
was clustered based on a spatio-temporal slice model. In [26],
the authors developed a methodology to create a sort of
scene context by computing shot similarity and exploiting
visual attention. In [12] and [27], new video segmenting
methods were developed for summarizing videos. Besides
these, egocentric video summarization methods have also been
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Fig. 2. Overview of CAVS. ε represents the objective function in Eq. 1.

developed. In [6], a saliency based framework learned a linear
regression model to predict importance score for each frame.
However, these methods require special features and are event
specific. So the applications are usually limited to the domain
of wearable cameras.

Context information has been considered in video summa-
rization. In [28], a random-walk based approach between video
subshots was developed to indicate the progression of the
events. In [29], the authors built the structure of the story
according to the characters. the things, the places, and the
time. In [30], the authors proposed a method to summarize the
content of video search by mining and threading key shots, but
the video tags were assigned to the whole videos instead of
specific shots. In [31], the authors assigned the key-shot tags
in a propagation process. However, all these methods did not
fully investigate the high-level feature correlations in a short
time period. Moreover, these methods cannot online update
the features and their correlations, which is different from our
approach.

Sparse coding, which has proved successful in problems of
image classification [32], has been applied to the problem of
video summarization in recent years. In [2], the features of the
entire video were learned as a dictionary to reconstruct every
video segment. Following [33], the method [7] improved the
sparse coding method used in [2] by online updating of the
learned dictionary. However, our method is significantly dif-
ferent from these approaches, where every feature vector was
considered independently. In our model, the spatio-temporal
dependencies between the features are incorporated into the
sparse coding based video summarization framework. This is
a more accurate representation of the actual video since it
models the inter-relationships between the various objects and
events. The works [5], [34] have explored the correlations
between activities. However, the abnormal event detection
method [34] considered the co-occurrence between pixels
rather than events as in our approach and do not explicitly
model the sparsity. The activity recognition work [5] required
the prior knowledge of all the available activities in the dataset.

II. VIDEO SUMMARIZATION METHODOLOGY

An overview of the framework is shown in Fig. 2. A sparse
coding model is built to learn a feature dictionary and a
sparse representation of the video features. A dictionary of

feature correlation graphs is obtained by learning the spatio-
temporal correlations between video features. Given new video
segments, if the video features in these segments can be
sparsely represented by the learned features, the corresponding
video segments are not important to summarize. Otherwise,
the corresponding video segments are absorbed into the sum-
marized video. We now describe a detailed overview of our
proposed context-aware video summarization framework.

A. Feature Representation

Given a set of videos Y, we use an adaptive background
subtraction algorithm [35] to locate motion regions. Then, we
evenly segment Y into small video segments {Y1,Y2, · · · }.
In every video segment Yi , we use the spatio-temporal interest
point (STIP) detector in [36] to generate concatenated his-
togram of oriented gradients (HOG) and histogram of optical
flow (HOF) features for the detected motion regions. A video
segment, enriched with multiple events, is represented by
histograms of STIP features. Note that other features like SIFT
can also be used in our framework.

B. Problem Formulation

Sparse coding can find a set of basis vectors, i.e. the dictio-
nary of the input feature matrix and the sparse coordinates with
respect to the dictionary. In the training videos, our goal is to
learn a feature dictionary D f of most discriminative features
that represents the whole feature set X = {X1, X2, · · · } of size
|X |, where |X | is the number of feature vectors in the training
videos. The size of feature dictionary is denoted by |D f |. The
dictionary of feature correlation graphs is denoted by Dg , the
size of which is |Dg|. Given the testing videos, we find a
coefficient matrix B that minimizes the difference between
the features in the training videos and those in the testing
videos. We use Bi = {B1

i , B2
i , · · · } ∈ R

|D f | to represent the
i -th column of B , and B j

i to represent the j -th item of Bi .
Thus the video summarization problem can be formulated as

min
B

1

2|X |
|Dg |∑

p=1

{∥∥X − D f B
∥∥2

F + α1Tr(B L p BT )

+ α2

|D f |∑

j=1

∥∥∥B j
∥∥∥

2
+ α3

|X |∑

i=1

‖Bi‖1

}
, (1)
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where α1, α2 and α3 are regularization parameters, ‖.‖F
denotes the matrix Frobenius norm, T r represents the trace
of a matrix, and L p is a Laplacian matrix that is explained
in details below. The first term in Eq. 1 indicates the recon-
struction error, and the last two terms denote the group sparsity
regularization. With the optimal B , Eq. 1 outputs the difference
between the features in the new video segments and those
in the existing videos, which is shown in Fig. 2. Ideally,
if features in a video segment have not been observed, the
reconstruction cost should be high and contain a large number
of atoms in the dictionary.

There are two major contributions in Eq. 1 that makes our
framework different from the existing works [2], [7] on video
summarization. The first difference is the sparsity-inducing
regularization term, which has been studied in the statistics
and machine learning [37], [38]. It is often defined as the
problem of group lasso. We, however, adopt the state-of-
the-art methodology, the generalized sparse group lasso [8]
to solve our problem. In the traditional sparse representation
algorithms, l1 norm is mostly used [39] and l2,1 norm [2] is
proved to perform better than l1 norm in some cases. Recently,
the study of group lasso has attracted more attention [37], [38].
It works like the lasso at the group level: the model can
either keep or drop an entire group. However, the group lasso
does not yield sparsity within a group. The advantage of the
application of sparse group lasso over traditional l1 norm,
l2 norm and group lasso is that it can find both “groupwise
sparsity” and “within group sparsity”. Specifically, “groupwise
sparsity” refers to the number of groups with at least one
nonzero coefficient, and “within group sparsity” refers to the
number of nonzero coefficients within every nonzero group.

Moreover, we introduce the term Tr(B L p BT ) in Eq. 1
as a regularization terms introduced by the spatio-temporal
correlations between features. The idea is inspired from [40]
and [41], in which the dependencies between features are
considered as a regularization term in the energy function.
For the set of video segments p, we develop an undi-
rected weighted graph Gp that models the spatio-temporal
correlations between features. A dictionary of the graphs
Dg = {G0,G1, · · · ,Gp, · · · } denotes all the correlation graphs.
In CAVS, Mp represents the spatio-temporal correlations
between features, and thus makes CAVS summarize the global
discriminative video portions. We define the degree matrix Rp

as a diagonal matrix with each diagonal element as
∑

k Mik
p ,

where Mik
p is the element of the i -th row and the k-th column

of Mp . L p = Rp−Mp is the Laplacian matrix. Given B which
is a sparse representation of the feature matrix X , Tr(B L p BT )
essentially represents how closely two feature vectors are
correlated, and equals to 1

2

∑
i
∑

k (Bi − Bk)
T (Bi − Bk)Mik

p .

III. OPTIMIZATION METHODOLOGY

In this section, we propose a methodology to solve Eq. 1.
This includes the dictionary learning and updating processes.

A. Sparse Matrix Optimization

Eq. 1 is the summation of convex functions and is therefore
convex. If we consider every column of X and B , the term

Xi − D f Bi is a column vector, the length of which is the
number of rows in X . It can be shown that Eq. 1 can be
rewritten as

min
B

1

2|X |
|Dg|∑

p=1

{ |X |∑

i=1

∥∥Xi − D f Bi
∥∥2

2 + α1

|X |∑

i,k=1

Lik
p BT

i Bk

+ α2

|D f |∑

j=1

∥∥∥B j
∥∥∥

2
+ α3

|X |∑

i=1

‖Bi‖1

}
. (2)

To find an optimal solution of B , we use the block
coordinate based methodology that is able to yield sparse
solutions at both the group and individual feature levels [8].
The solution can formulate the original problem in Eq. 2
to a convex function and a separable penalty. It has been
proved that the group lasso criteria is separable, so the block
coordinate descent can be used to optimize it. For each group,
the coefficient’s feature-sign is used to determine the gradient
of each group’s cost function. The problem is then reduced
to a quadratic optimization problem. An overview of the
optimization process is provided in Algorithm 1, and the
details can be found in [8].

B. Learning Dictionary of Features and
Feature Correlation Graphs

We adopt the method in [42] to learn the feature dictionary.
A summary of the method is as follows.

1) CAVS generates a random dictionary with a fixed number
of atoms.

2) Given the initial dictionary, the algorithm seeks a solution
of the reconstruction matrix B .

3) The two step iteration process between parameters B
and D continues until convergence. The updating process
converges when the difference between the dictionary updating
cost function with the previous B and that with the recon-
structed B is smaller than a threshold. Please refer to [42] for
more details.

In the process of learning the correlation matrix Mp ,
a function of L p in Eq. 2, we build a spatio-temporal
graph between features G0 = (V,E). The set of nodes is
V = {V1, V2, · · · } and the set of edges is E = {· · · , Eij , · · · }.
Such a graph G0 is called a feature correlation graph. We use
the method similar to [43]. Firstly, we use Bag-Of-Words
combined with multi-class support vector machine
(BOW+SVM) to calculate the posterior probability that
a feature vector belongs to an activity class p(c j |xi ), where
c j denotes class j .1 The node label Vi is arg max j p(c j |xi).
The edge Eij represents the spatio-temporal correlations
between nodes Vi and Vj . The spatial correlation models the
probability of a feature vector belonging to a particular class
given its spatial distance with its neighbor. The temporal
correlation models the probability of a feature vector
belonging to a particular class given its temporal distance

1Note that the supervised SVM can be easily replaced by an unsupervised
approach like nearest neighbor. Using a supervised approach is not a strong
assumption because most application domains will have a set of commonly
occurring activities which can be used to initialize the dictionary during a
training phase.
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Algorithm 1 Sparse Group Lasso Optimization

with its neighbor. Given two nodes Vi and Vj and their spatial
and temporal locations s and t , the spatial and temporal
correlations ψs and ψt are modeled as normal distributions

ψs(Vi , Vj ) = N (∥∥si − s j
∥∥2;μs(ci , c j ), σs(ci , c j )),

ψt (Vi , Vj ) = N (∥∥ti − t j
∥∥2;μt(ci , c j ), σt (ci , c j )), (3)

where μs(ci , c j ), σs (ci , c j ) are the parameters of the spatial
correlation and μt (ci , c j ), σt (ci , c j ) are the parameters of
the temporal correlation. The edge weight, represented by
spatio-temporal correlation between two nodes Vi and Vj , is
calculated by

�i j = ui jψs(Vi , Vj )ψt (Vi , Vj ), (4)

where ui j is an association probability that is computed
as a ratio of the number of times a feature class c j has
occurred in the vicinity of ci to the total number of times ci

Fig. 3. An example of spatio-temporal graph learning. (a)-(d) show four
events which are correlated to each other. The spatio-temporal graph is learned
by the correlations between these events.

has occurred. The vicinity represents the spatio-temporal rela-
tionships between two activities. If the activities are spatially
or temporally close to each other, e.g., the distance is less than
a threshold, one activity is in the vicinity of another one. The
parameters can be learned by maximizing

∑
k �

k
i j , where �k

i j
is the k-th training example. This can be done by the maximum
likelihood algorithm. The typical values of the parameters are
described in Sec. IV. We assume that every edge weight can
be learned independently. An example of a learned graph is
shown in Fig. 3.

Our algorithm scans through consecutive video segments in
the training dataset and models the pairwise spatio-temporal
correlations between every pair of feature vectors. In the
training of CAVS, the dictionary of feature correlation graphs
is initialized as DG = {G0}, which is built by the method
above. Each item of M is represented by the correlation graph
G0. Specifically, given that cm = i and cn = j , the correlation
between two features Xm and Xn is Mmn = �i j .

C. Online Dictionary Update of Features and Feature
Correlation Graphs

As CAVS scans through the video sequence, features that
cannot be sparsely reconstructed using the existing dictionary,
are considered to belong to video segments that are parts
of the summarized video. Video watchers do not want to
watch similar video portions again. Therefore, updating the
dictionaries is of great importance.

In the process of online updating the dictionary D f , we
follow the method in [42]. Concretely, CAVS updates the
dictionary sequentially, and only needs to store two matrices:
Pt = ∑t

i=1 Bi BT
i and Qt = ∑t

i=1 X T
i BT

i . Given D f at time
t − 1, we use the sparse coding steps to compute B at time
t − 1. With these two variables at time t − 1, the algorithm
can find the new optimal D f at time t , where each column of
D f is updated sequentially. It has been proved in [42] that the
dictionary D f at time t − 1 is a warm restart for computing
D f at time t , and this process can converge to an optimal
solution.

When updating the dictionary of feature correlation graphs,
new feature correlation graphs are constructed by the method
in Sec. III-B. This process is performed independent of the
learning process. If the new graph is recognized as differ-
ent from the graphs in the dictionary, the new graph is
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incorporated into the graph dictionary. The methodology
in [44] is used to compare the similarity between the built
graph and the learned graphs in the dictionary. We calculate
the similarity between the new graph Gi and the graphs in the
dictionary DG . The similarity between Gi and a graph in the
dictionary DGl is denoted by sim(Gi ,DGl ). Assume that there
are two graphs Ga = (Va,Ea) and Gb = (Vb,Eb). The number
of nodes in these two graphs are represented by |Va| and
|Vb| individually. A solution of graph matching is a subset
of possible correspondences, denoted by a binary matrix H
with the size |Va| × |Vb|. If V a

i ∈ Va matches V b
i ′ ∈ Vb, then

Hii ′ = 1; otherwise Hii ′ = 0. We use h to represent a column-
wise vectorized replica of H . The graph matching problems
can be defined as the problem of finding the assignment vector
h∗ that satisfies

h∗ = arg max
h

sim(Ga,Gb)

s.t .

{
h ∈ {0, 1}|Va||Vb|,∑

i hii ′ ≤ 1,
∑

i ′ hii ′ ≤ 1.
(5)

The similarity function sim(Ga,Gb) is decomposed into the
node similarity function sv (i, i ′) for a node pair Vi ∈ Va and
Vi ′ ∈ Vb, and an edge similarity function se(i j, i ′ j ′) for an
edge pair Eij ∈ Ea and Ei ′ j ′ ∈ Eb. The similarity function is
thus defined as

sim(Ga,Gb) =
∑

hii′ =1

sv (i, i
′)+

∑

hii′ =1,h j j ′=1

se(i j, i ′ j ′), (6)

where sv (i, i ′) is 1 if the distance between the features of Vi

and Vi ′ is smaller than a threshold, and 0 otherwise. se(i j, i ′ j ′)
is 1 if the difference between the weights on two edges is
smaller than a threshold, and 0 otherwise.

Note that updating graph correlation is an unsupervised
process, where prior information of class labels is not needed.
When some activities are detected, they are compared with the
known ones based on the individual features in each detected
region, as well as the inter-relationships between them. This
is done by comparing with the nodes and edges of the learned
graphical model as available up that time. If the individual
activities and their inter-relationships do not match, they are
identified as new ones, and the graph is updated. We update the
dictionary of correlation graphs based on Algorithm 2, which
is similar to that in [45] and [46]. The idea is to calculate the
similarity between two graphs. If it is higher than a threshold,
the edges of the graph are updated accordingly.

As shown in [45], the computation cost of matching two
graphs is O(|V|3), where |V| is the average number of nodes
in the correlation graphs. Assuming W1 to be the size of
correlation graph dictionary, and W2 to be the number of
testing graphs. Every testing graph is matched to every graph
in the correlation graph dictionary, which has W1 graphs
at most. So, the overall computational cost of the proposed
method is O(W1W2|V|3). As we can see, the computational
cost is linear in the size of correlation graph dictionary W1 and
the number of testing graphs W2. In the experiments, we select
a relative small number of time window, and therefore, the
number of nodes |V| is usually small (typically less than 10).

Algorithm 2 Online Update the Dictionary of Correlation
Graphs

As a result, |V|3 is small in our problems and thus, the
proposed method can be scaled to large scale datasets.

IV. EXPERIMENTS

To show the effectiveness of CAVS, we perform exper-
iments on four public datasets: UCLA office dataset [11],
VIRAT dataset [10], SumMe dataset [12] and TVSum50
Dataset [13]. All datasets consist of various videos and contain
many different events. The strength of our proposed approach
can be seen in surveillance videos (first two datasets). Sur-
veillance videos have a lot of redundancy and, hence, there
is a need to summarize them. Such videos exhibit strong
spatio-temporal relationships between activities and hence
these should be considered in the summarization process. In
addition, we worked on the last two datasets, where some
user-generated video sequences are selected to test the broad
effectiveness of the proposed approach. We compare the
results of CAVS with the state-of-the-art methods.

A. Dataset

The UCLA office dataset consists of three surveillance
videos of single and two-person activities. The total length
of these three video sequences is around 35 minutes. Every
video sequence is composed of repetitive events with different
temporal orders. We use one third of every video sequence to
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Fig. 4. Video summarization results on UCLA office dataset. The results by CAVS are a series of stories, while LL obtains the results that are purely based
on the independent video features. In the results of CAVS, the first 12 figures represent stories of temporal events. Then the spatial correlated events are
captured. The supplemental material provides the videos for clear video summaries.

train our model, and use the rest two thirds to online update
the dictionaries, thus producing the summaries.

The VIRAT dataset is a surveillance dataset which contains
many challenging characteristics such as large variation in
the activities and clutter in the scene. Moreover, there are
many different spatio-temporal correlations between events
that make VIRAT dataset more challenging than other datasets
used in the existing video summarization works. A surveil-
lance dataset usually does not have a specific topic; thus
most summarization algorithms working on storyline based
videos [3], [27] cannot be directly applied. In VIRAT, there
are 334 videos, each lasting 2 to 15 minutes. These videos
are recorded on 10 different scenarios including parking lots,
university campuses and etc. We use around 40% of the dataset
as training and the rest as testing.

The SumMe dataset consists of videos from both static and
moving cameras. Every video sequence lasts from 30 secs to
7 mins. The topics of SumMe dataset cover holidays, events
and sports. We select nine video sequences in which enough
person/animal activity features can be extracted to test CAVS
algorithm. Similar to UCLA office dataset, one third of every
video sequence is used to train the model. The rest two thirds
of a video sequence are used to update the dictionaries. The
TVSum50 dataset contains 50 videos which are collected from
YouTube. The topics of these videos include news, interviews,
documentaries, and user-generated content such as egocentric.
We select four videos to show the effectiveness of our method.
In these videos, we use 10 % as the training data.

B. Results

To find a compact representation of the activity features,
we use the spatio-temporal pyramid and average pooling
method to generate a vector of size 162 (HoG+HoF) features.
In CAVS, we fix the number of atoms in the dictionary to
be 120. Three parameters in Eq. 2 are manually set to be:
α1 = 0.3, α2 = 0.05 and α3 = 0.08. The length of every video
segment is set to be 90 frames (30 frames per second). The
typical values in Eq. 3 are μs = 0.1∗VidwoframeWidth, σs =
0.1∗VidwoframeWidth, μt = 90frames, and σt = 30frames.

We adopt two evaluation metrics on different datasets that
are used in this paper. We use the evaluation metrics in [2]
and [7] on VIRAT, UCLA and TVSum50 datasets because

TABLE I

VIDEO SUMMARIZATION RESULTS ON UCLA OFFICE DATASET. “TIME”
REPRESENTS THE TOTAL LENGTH OF THE ORIGINAL VIDEOS. THE

PERCENTAGE VALUE REPRESENT THE OVERLAPS BETWEEN THE
SUMMARIZED VIDEO AND THE GROUND TRUTH

these two works are mostly closely related to our work and we
directly compare our results with theirs on these datasets. The
summarization accuracy is reported by this evaluation method,
in which both video segment contents and time differences are
considered in this evaluation method. Specifically, if two video
segments share the same scene contents and occur within a
period of time, they are considered to be equivalent to each
other. The ground truth summary is manually labeled by two
analysts to minimize the influence of subjectiveness. In the
evaluation process, the summarization accuracy is computed
as the ratio between the automatically summarized video and
the ground truth summary provided by two analysts.

Moreover, we adopt the evaluation methodology in [12]
to compare our results with theirs on SumMe dataset since
this work directly reported their results on SumMe dataset.
Specifically, the evaluation score Fi for the human selection i
is defined as

Fi = 1

N − 1

∑

j �=i

2
pi j ri j

pi j + ri j
(7)

where N is the number of humans, pi j is the precision and ri j

is the recall of human selection i using the j -th ground truth.
Table I illustrates the summarization accuracy on UCLA

dataset with different algorithms. We compare our algorithm
with activity clustering video abstraction (AC) [14], dictio-
nary selection based video summarization (DSVS) [2] and
LiveLight (LL) [7]. It is shown that CAVS performs the best
among all the three scenarios. An illustration of the results
on UCLA dataset can be found in Fig. 4, where selective
pictorial results of CAVS and LL are shown individually.
CAVS generates a summarized video which is composed of
short stories. Although some events are summarized more
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Fig. 5. Representative video summarization results on VIRAT by CAVS. These two stories are not summarized by the other methods, because every single
event is a repeat of the events in the training videos. However, the stories are captured by our algorithm through the spatio-temporal correlations between
events. The supplemental material provides the videos for clear video summaries.

TABLE II

VIDEO SUMMARIZATION RESULTS ON VIRAT DATASET. “TIME”
REPRESENTS THE TOTAL LENGTH OF THE ORIGINAL VIDEOS.

THE PERCENTAGE VALUES REPRESENT THE OVERLAPS

BETWEEN THE SUMMARIZED VIDEO AND THE

GROUND TRUTH

than once, the spatio-temporal correlations between them tell
analysts a whole story of what happens in the video. For
instance, a short story is composed of a person working on the
laptop, standing up, pouring water and sitting down. However,
LL only summarizes the events of working on a laptop and
pouring water, which are not informative to analysts. Similarly,
another story could be a person pouring water, picking up a
phone and placing down a phone. Such strong correlations are
not detected by LL.

Table II shows a summary of the results on VIRAT dataset.
In VIRAT, we classify the videos into 10 categories based on
the type of scenarios. It can be seen that CAVS obtains the best
results in most scenarios on the average accuracy in VIRAT.
In scenario 8, LL and CAVS obtain the same results. This is
because of the few spatio-temporal feature correlations in this
scenario.

Fig. 5 shows two examples from the summarized videos
in VIRAT by CAVS. We select some key frames from the
highlighted video segments to represent two stories that CAVS
summarizes. The first story is that two persons get off the
truck, load objects, one leaves and one goes back into the
truck, and a person loads objects into the truck. The second
story shows the story that a person gets out of the vehicle,
another person loads an object while the first person opens
the door, and the second person leaves and the first person
goes back into the car. With the method of [2] and [7],
the video features in these video segments can be sparsely
represented by those in the training videos, and these scenes
are not summarized. CAVS, however, identifies these in the
summarized video.

We also extend our approach to non-surveillance videos in
order to show its usage on other type of videos. Table III shows

TABLE III

VIDEO SUMMARIZATION RESULTS ON TVSUM50 DATASET.
“TIME” REPRESENTS THE TOTAL LENGTH OF THE

ORIGINAL VIDEOS. THE PERCENTAGE VALUE

REPRESENT THE OVERLAPS BETWEEN

THE SUMMARIZED VIDEO AND
THE GROUND TRUTH

TABLE IV

VIDEO SUMMARIZATION RESULTS ON SUMME DATASET.
“TIME” REPRESENTS THE TOTAL LENGTH OF

THE ORIGINAL VIDEOS. WE USE THE
PRECISION MEASURE IN EQ. 7 FOR

BOTH SF AND CAVS

a summary of the results on TVSum50 dataset. We select
four representative videos from this dataset. Note that CAVS
achieved the highest average accuracy. The difference with
other methods is smaller because this dataset has less inter-
activity correlations than the surveillance datasets considered
earlier.

In Table IV, we illustrate our results on SumMe dataset
with the evaluation metrics used in [12], where SF denotes the
superframe method in [12]. It is shown that CAVS obtain sig-
nificant better results than SF (the superframe method in [12].
9 video sequences with rich human/animal activity features
are tested by our algorithm. Some representative image results
on the Kids Playing video sequence and the Cooking video
sequence are shown in Fig. 6, and a representative scenarios in
TVSum50 dataset is also shown. In the first row, we show the
summarized kids activities which include lying on the leaves,
picking up leaves, standing up, throwing leaves at others,
running away, running back and throwing leaves again. These
activities and their temporal correlations are well captured by
CAVS. In the second row, the activities of cooking meats,
moving onion slices, stacking up onion cones, adding oils,
burning onions are well captured. In the last image, we can
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Fig. 6. Summarized videos in SumMe and TVSum50. The activities of lying on the leaves, picking up leaves, standing up, throwing leaves to others, running
away, running back and throwing leaves again are highlighted in the first row. The activities of cooking meats, moving onion slices, stacking up onion cones,
adding oils, burning onions are well captured in the second row. In the third row, the important activities such as whisking eggs, frying meats, pouring sauces
and eating foods are shown.

see that the spatial correlations between foods and fires are
captured. In the third row, the important activities such as
whisking eggs, frying meats, pouring sauces and eating foods
are captured.

Our summarized video provides a 7x-40x compression
without losing the semantic understanding of the original sur-
veillance video. For instance, the lengths of CAVS summarized
videos in UCLA dataset are 39s, 18s and 68s respectively;
while those of LL summarized videos are 24s, 12s and 38s
respectively. Although the CAVS summarized video is longer
than that in [7], it is more informative and tells a whole story
of how events interact with each other.

C. Discussion

Since our framework captures the features as well as their
spatio-temporal correlations, the summarized outputs maybe
longer, but more meaningful, than existing frameworks. There-
fore, there may be some redundancy in the summarized output.
There are two ways to reduce such redundant information.
First, the proposed CAVS method can work with any lower-
level video summarization methods, and further compress
the selected segments. Moreover, we can control the amount
of redundant information by changing the threshold that is
explained in Fig. 2, which is the approach that we adopt in
this paper. In the datasets of UCLA and VIRAT, which are
surveillance datasets, we use a smaller threshold, compared
to user-generated videos, which can increase the length of
the summary. The reason is that for surveillance videos it
is important not to miss anything important in the summary.
In our summarized video, similar activities can still be part
of the summary if their relationships with other activities are
different. However, in the other two datasets, which are mostly
composed of user-generated videos, e.g. from social media
and news, the contents have been edited and short snippets
presented. They do not contain the long-term spatio-temporal
correlations, and thus the threshold is set to be larger than that
is used in the surveillance datasets.

Moreover, there could be an extreme case which is that
all the test sequences’ features are out of the dictionary
(i.e., cannot be reconstructed by the existing dictionary).
In our experiments, if a feature of the testing sequence is out
of the dictionary, the online learning algorithm will update the

dictionary to include the new feature. This updated dictionary
can then be considered in future summaries.

V. CONCLUSION

In this paper, we present a novel approach to summarize the
most informative video portions. The main goal of this paper is
to summarize the surveillance videos, but we have also shown
its performance on a small number of other user-generated
videos. Both individual local motion regions and interactions
between these motion regions are taken into consideration
in our framework. We formulate the video summarization
problem as the problem of sparse feature reconstruction with
generalized sparse group lasso. To solve the overall problem,
we propose an algorithm to learn and update dictionaries of
video features along with feature correlations. Our promising
experimental results on two public datasets have shown that
encapsulating the spatio-temporal correlations between events
can be used to tell analysts a story of global events. Such a
summarized video is closer to the ground truth than existing
works.
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